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Abstract

New measurements of the hadronic and leptonic cross sections and of the leptonic forward-backward

asymmetries in e+e� collisions are presented. The analysis includes data recorded up to the end of

1991 by the OPAL experiment at LEP, with centre-of-mass energies within �3 GeV of the Z0 mass.

The results are based on a recorded total of 454000 hadronic and 58 000 leptonic events. A model

independent analysis of Z0 parameters based on an extension of the improved Born approximation

is presented leading to tests of lepton universality and an interpretation of the results within the

Standard Model framework. The determination of the mass and width of the Z0 bene�t from an

improved understanding of the LEP energy calibration.
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1 Introduction

We present hadronic and leptonic cross sections and leptonic forward-backward asymmetries measured

in e+e� collisions at centre-of-mass energies,
p
s, within �3 GeV of the Z0 mass, MZ. The data were

recorded during 1991 by the OPAL experiment at LEP. These are combined with our published

cross sections and asymmetries, from data available at the end of 1990 [1], in order to improve the

determination of electroweak parameters and provide a more stringent test of the Standard Model.

The integrated luminosity of the 1991 dataset is approximately 14 pb�1, more than double that

of the 1990 data [1]. The �rst 40% of the 1991 luminosity was accumulated at a �xed centre-of-mass

energy at approximately the Z0 mass. The remainder was recorded during scans of seven energy points

around the Z0 mass.

The larger 1991 data sample has allowed more detailed systematic studies to be made, leading

to a reduction of the systematic errors for all analyses presented. The luminosity measurement has

bene�ted from an additional set of forward drift chambers, installed in 1992, which provides a more

precise survey of the acceptance for luminosity events. The selection of hadronic events has been

improved by extending the acceptance to regions closer to the beam pipe.

This analysis also makes use of a recent improvement in the energy calibration of the LEP beams [2],

which has resulted in a considerable reduction of the systematic uncertainty on the Z0 mass and total

width, �Z, as well as a shift in the measured value of MZ with respect to our previously published

value.

A description of the OPAL detector and Monte Carlo programs is given in section 2. The luminosity

measurement and the hadronic and leptonic event selections are described in sections 3, 4 and 5,

respectively. The results of the LEP energy calibration are given in section 6 and the determination

of electroweak parameters is presented in section 7. Finally, the results are summarized in section 8.

2 The OPAL Detector and Simulation

The OPAL detector is described in detail elsewhere [3]. The trajectories of charged particles are

measured using a precision vertex drift chamber, a jet chamber and z-chambers, inside a solenoidal

coil. This is surrounded by a time-of-
ight counter array and a lead glass electromagnetic calorimeter

with a presampler, which measures the positions and energies of showering particles. Outside this are

a hadron calorimeter and four layers of muon chambers. Forward detectors are used for measuring

the luminosity. A right-handed coordinate system is adopted by OPAL, where the x axis points to

the centre of the LEP ring, and positive z is along the electron beam direction. The angles � and �

are the polar and azimuthal angles, respectively.

For the generation of Monte Carlo e+e� ! hadrons events we used the JETSET [4] and HER-

WIG [5] programs with parameter sets optimized by a study of global event shape variables in OPAL

data [6]. The KORALZ [7] program was used for e+e� ! �+�� and e+e� ! �+��, and BABAMC [8]

and BHLUMI [9] for the process e+e� ! e+e�. The detector response was simulated by a program [10]

that treated in detail the detector geometry and material as well as the e�ects of detector resolution

and e�ciency. The simulated events were then reconstructed by the same procedure that was used to

analyse the OPAL data.
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3 The Luminosity Measurement

The integrated luminosity of the colliding beams at OPAL was determined from the number of small-

angle Bhabha scattering events observed in two identical forward detectors located at either side of the

interaction region. The forward detector is described in detail in [3, 11] and is shown schematically

in Figure 1. The method used to determine the luminosity was similar to that employed for the

1990 data [1] and uses information from three elements of each forward detector. A lead-scintillator

calorimeter measures the energy and position of small-angle electromagnetic showers. Three layers of

proportional tube chambers are situated after the four radiation lengths of the presampler section of

each calorimeter. The coordinates reconstructed from these tube chambers have a spatial resolution

of about 3.5 mm, considerably better than those obtained from the calorimeter. For this reason tube

coordinates were used to select events within a well de�ned acceptance. Calorimeter coordinates were

used only if tube chamber information was unavailable or ambiguous. In order to reject spurious

clusters only the largest energy calorimeter cluster at each end was considered and the tube clusters

nearest to it in �. In front of each calorimeter there are two planes of drift chambers. The drift

chambers are the most precisely located element in the forward detector and are used to determine

the positions of the tube chambers.

There has been one major improvement in the analysis presented here compared to that described

in our previous publication [1]. For 1992 an additional set of drift chambers has been installed in

front of the existing drift chambers. The sense wires of these chambers are located close to the inner

edge of the acceptance used to select Bhabha events for the luminosity analysis. By using the data

from these new chambers it was possible to survey the locations of the tube chambers in 1992 with

a greatly reduced systematic uncertainty. It was demonstrated that the positions and performance

of the tube chambers did not change between 1991 and 1992, and it was therefore possible to apply

retrospectively the improved 1992 drift chamber survey of the tube positions to the 1991 data.

In order to eliminate any �rst-order dependence of the Bhabha acceptance on the relative positions

of the forward detectors with respect to the e+e� interaction point, the acceptance was de�ned in terms

of the average of the angles determined at the two sides, � = (�R+�L)/2, and � = (�R+�L�180�)/2,

where (�L,�L) and (�R,�R) are the polar and azimuthal angles of the forward detector clusters to the

left and right of the interaction region. The following criteria were used to de�ne Bhabha events for

the absolute luminosity determination:

� 65 mrad < � < 105 mrad;

� 55 mrad < �L;R < 115 mrad;

� � > 15� away from vertical and horizontal axes;

� Acoplanarity j��� 180�j < 20�, where �� = j�R � �Lj;

� EL + ER > (2=3)
p
s;

� EL;R > 0:225
p
s.

Here EL, ER are the energies deposited in the left and right forward detectors. These cuts are more

restrictive than those used in [1].

Using the redundancy in the forward detector trigger [12], the trigger ine�ciency for the above

event selections was determined to be less than 0.02%. The background from random coincidences
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was estimated to be less than 0.01% by counting coincidences between high energy clusters at opposite

sides of the interaction point in pairs of events that were separated by the revolution period of the

LEP beam. The contamination from e+e� ! 

 was calculated to be 0.16% [13]. Other backgrounds

were shown to be negligible.

To investigate possible reconstruction problems all events with a well contained cluster with energy

of greater than 40 GeV at one end but less than 10 GeV at the other end were studied in detail. Nearly

all of these events were found to be consistent with initial state radiation leading to highly acollinear

event topologies. From this study we determined the uncertainty of the luminosity measurement due

to reconstruction ine�ciencies to be < 0:01%.

The e�ective Bhabha cross section for the luminosity measurement was calculated with events

generated using the BHLUMI Monte Carlo [9] and a full simulation of the response of the forward

detector [10]. The systematic uncertainty from the detector simulation was estimated to be 0.20% by

varying the event selection cuts.

In BHLUMI the 
-Z0 interference term is treated at the Born level only. It has recently been shown

that this approximation is not su�cient at the required level of precision [14]. As a consequence of

initial state radiation the interference term is no longer purely antisymmetric about
p
s = MZ and

is signi�cantly non-zero at
p
s = MZ. The results of the BHLUMI [9] program have been compared

with the results from the programs BABAMC [8] and BHAGEN [15]. In the latter two programs,

the interference term is calculated including the e�ects of initial state radiation to �rst order in �.

Once a common absolute normalization is imposed, the results of BABAMC and BHAGEN are in

excellent agreement with each other for the energy dependence of the small angle Bhabha cross section,

but both di�er signi�cantly from BHLUMI. In light of this, the program BABAMC was used for the

calculation of the interference term. This results in a correction of 0.27% to the BHLUMI cross section

at
p
s = MZ and a shift in the value of MZ up by 1.2 MeV and �Z down by 3.4 MeV. The corrected

acceptance for the event selections described above was determined to be 12.713 nb at
p
s=91.1 GeV

(including the contribution from e+e� ! 

). The theoretical uncertainty on the accepted Bhabha

cross section from BHLUMI is 0.25% [9]. To account for the uncertainty in the interference term a

total theoretical uncertainty of 0.30% [16] is assumed.

The precision of the luminosity determination depends on how well the geometrical acceptance

can be de�ned. The distance along the beam axis between the two forward detectors was measured

with a precision of �1 mm, resulting in a 0.04% uncertainty in luminosity. One of the dominant

contributions to the systematic error on the absolute luminosity arises from the uncertainty in the

radial positions (relative to the beam axis) of clusters reconstructed in the tube chambers. The

absolute radial positions of the tube chambers are not a priori known with the precision required

for the luminosity determination. Even if the physical locations of the tubes were known, systematic

biases could result from many sources, for example from dead or ine�cient tubes, or from variations

in gain. The forward detector drift chambers, whose positions are precisely known, were used to

determine the location of the tube chambers by comparing the position of clean electron tracks in the

drift chambers with the reconstructed cluster position from the tube chambers.

In the analysis of the 1990 data [1] the then existing drift chambers were used to survey the

positions of tubes in the region of the drift chamber sense wires (at approximately 100 mrad). The

important inner edge cut was made at 58 mrad. The uncertainty on the precise pitch of the tube

chambers led to a 0.4% systematic error on the luminosity arising from the extrapolation from the

survey at 100 mrad to the inner edge cut at 58 mrad. In 1992 an additional set of drift chambers,

the small angle reference chambers, was installed in front of the existing drift chambers. The sense

wires of the chambers installed in 1992 are located at approximately 65 mrad, close to the inner edge
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of the acceptance for the Bhabha events used in the 1991 luminosity determination. Data collected in

1992 were used to determine the locations of the tubes and this measurement has been used for the

interpretation of the data recorded during 1991. This resulted in two distinct improvements in the

analysis: the locations of the tubes were determined in the region of the inner edge cut and by using

this additional drift chamber data it has been possible to improve greatly the systematic checks of the

survey of the tube chamber positions. The uncertainty on the measurement arises from three separate

sources: the uncertainty on the absolute positions of the drift chamber sense wires, the precision of the

procedure used to determine the locations of the wires in terms of tube coordinates and the relative

uncertainty between 1991 and 1992 in the location of clusters reconstructed with the tube chambers.

The separation of the drift chamber sense wires in diagonally opposite chambers at the same end

was measured with a precision of 91 �m. This uncertainty is completely correlated between all four

such measurements. The z separation of the wires and tube chambers (parallel to the beam axis) is

known with a precision of 0.5 mm for each forward detector. These two uncertainties in the locations

of the drift chamber wires result in a 0.10% error in the luminosity.

The images of the drift chamber sense wires were located in the tube coordinate system by two

methods of analysis, with largely independent systematic errors. The mean positions of the newly

installed and existing drift chamber sense wires in tube chamber coordinates were determined with

precisions of 98 �m and 118 �m respectively, resulting in a systematic error in the luminosity of 0.21%.

This error estimate includes the statistical precision of the analysis and systematic contributions

estimated from the di�erences in the results of the two methods, and from the e�ect of varying all

the cuts in the analysis. The uncertainty in the absolute positions of the � boundaries of the Bhabha

acceptance, arising from the resulting 8 �m uncertainty in the mean pitch of the tube chambers

(9.67 mm), led to a further 0.08% contribution to the error on the luminosity.

For the survey of the tube positions using 1992 data to be applicable to 1991 data it is necessary to

demonstrate that the tube chambers could not physically move between the two years. The tube cham-

bers are embedded in the forward detector calorimeter between the pre-sampler and main calorimeter.

Each calorimeter is constructed in two halves which are brought together at the beginning of each

year of data collection. The reproducibility with which the halves are brought together is ensured by

dowel pins at the front and rear faces of the calorimeter. The �t at the dowels is estimated to be

�20 �m and, allowing for any distortions, the separation of the tube chambers cannot vary by more

than 100 �m. It is also vital that the performance of the tube chambers was constant between the

two years. Several tests were made of this assumption. Figure 2 shows one such demonstration of the

consistency of the tube data between the two years. The precision of the tests led to the assignment

of a 0.06% contribution to the systematic error on the luminosity for using the 1992 survey for the

1991 data.

Inhomogeneity in tube chamber reconstruction and evidence for a systematic shift in the drift

chamber survey in one quadrant led to the assignment of an additional 0.30% contribution to the

systematic uncertainty. One method used to quantify this e�ect was to examine the variation in

luminosity as measured in di�erent sectors of the acceptance. As in our previous publication [1] we

divided the acceptance in � into eight identical telescopes and calculated a luminosity in each one.

The r.m.s. variation in the eight measurements was 0.9%. If it is assumed that each of the eight

telescopes gives an independent measurement of the statistical and systematic error then the error in

the overall luminosity is estimated to be less than 0.30%, once the statistical contribution is removed.

The error estimate derived from this analysis was independent of the number of telescopes into which

the acceptance was divided.

No signi�cant bias was introduced by the 2.4% of clusters whose coordinates came from the
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calorimeter alone; when the analysis was repeated using only calorimeter coordinates the luminos-

ity changed by 1.6%. We estimate the systematic uncertainty resulting from the use of calorimeter

coordinates to be 0.04%.

The contributions to the error on the absolute luminosity at the peak energy point are listed in

Table 1. The individual contributions were added in quadrature to give an overall experimental error

of 0.60%. Of this error 0.40% was due to �nite data and Monte Carlo statistics. When the theoretical

uncertainty of 0.30% is included the �nal error becomes 0.67%.

The relative luminosity measurement was essentially the same as that described in our previous

publication [1]. The point-to-point relative luminosity error was dominated by small �ll-to-�ll 
uctu-

ations in the energy calibration of the forward detector calorimeter. This error scaled as 0:2%=
p
N�lls,

where N�lls is the number of �lls at each energy point. Since N�lls was always at least �ve, the sys-

tematic uncertainty in the relative luminosity was less than 0.1% at any one of the scan points and

therefore negligible compared to the statistical uncertainty.

4 The Hadronic Decay Channel

In our previous publication [1], the criteria used to select hadronic Z0 decays were based on energy

clusters in the lead glass electromagnetic calorimeter and the charged track multiplicity. The accuracy

of the acceptance calculation for this selection was limited by a 0.3% systematic uncertainty due to

modelling of fragmentation. For the 1991 data, energy clusters in the forward detector calorimeter

were also used in order to increase the geometrical acceptance and therefore reduce the sensitivity to

the fragmentation model. Furthermore, invariant mass cuts were used to reduce background contam-

ination, in particular from the process e+e� ! �+��.

The following �ve requirements de�ned an hadronic candidate:

� The sum of the multiplicity of charged tracks and clusters in the lead glass was required to be

at least 12.

� A high visible energy was required in the lead glass and the forward detector:

Rvis �
�X

Eclus +
1

3

X
Efdet

�
=
p
s > 0:09;

where Eclus and Efdet are the energies of each cluster in the lead glass and in the forward detector,

respectively.

� The energy imbalance along the beam direction had to satisfy

Rbal �
���X(Eclus cos �) +

X
(Efdet cos �)

��� = �XEclus +
X

Efdet

�
< 0:75;

where � is the polar angle of the cluster.

� Each event was divided into two hemispheres by a plane perpendicular to the thrust axis. An

invariant mass was calculated from the momenta of the charged tracks and the energy of the

lead glass clusters for each hemisphere assuming massless particles. The sum of the invariant

masses of the two hemispheres was required to be larger than 3.5 GeV.

� The charged track multiplicity in at least one of the thrust hemispheres was required to be 2 or

more.
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The factor 1/3 for the forward detector energy in the total energy cut was introduced to optimize

the rejection of two-photon events. Figure 3 shows, for the events that pass all other selection cuts,P
Efdet versus

P
Eclus for the OPAL data and for a Monte Carlo simulation of hadronic and leptonic

events. The region excluded by the cut is indicated by the solid line. In Figure 3 a) there is a clear

excess in this region coming from two-photon events.

The distribution of the energy deposited in the electromagnetic calorimeter showed a clear system-

atic shift in scale between Monte Carlo and data (see Figure 3 c), and the cluster and track multiplicity

distributions showed an o�set of the Monte Carlo with respect to the data. Possible errors in the ac-

ceptance calculation, resulting from these discrepancies, were estimated by calculating the acceptance

after rescaling the electromagnetic energy response in the Monte Carlo, and after o�setting the Monte

Carlo multiplicities. Furthermore, cuts were varied over reasonable intervals in order to quantify the

e�ects of possible local distortions in the distributions of the cut variables. These studies resulted in

an estimated uncertainty of 0.14% on the acceptance, which was attributed to shortcomings in the

detector simulation.

The main contamination in the hadronic data sample came from �+�� and two-photon multi-

hadronic events. For �+�� events, a background fraction of (0:17 � 0:01)% was estimated by using

Monte Carlo events generated with the KORALZ program, which reproduced well the data distribu-

tions. For example, Figure 4 shows the sum of the invariant masses of the two hemispheres after all

other cuts have been applied. The small di�erences observed between data and Monte Carlo in this

distribution were taken into account in the estimate of the 0.01% systematic uncertainty. The majority

of non-resonant background events are characterized by low visible energy
P
Eclus=

p
s or high longi-

tudinal momentum imbalance jP(Eclus cos �)j=
P
Eclus. The background from non-resonant processes

was estimated from the data by comparing for each beam energy the cross-sections of events with low

and high visible energy and, alternatively, the cross sections of events with high and low longitudinal

momentum imbalance. This resulted in a background estimate of 0:064� 0:017 nb, corresponding to

approximately 0.2% of the cross section at the peak energy point.

A number of alternative selection criteria were used to check the selection described above. The

number of events and the overlap of the selected samples were checked and no signi�cant �ll-to-�ll

variations were observed. The cross sections as a function of energy for the selections compared were

identical at the level of 0.1%.

It was found that the data contained more energy deposits in the forward detector than the

Monte Carlo. These were considered to be due to accidental hits in the forward detector by some

beam-related background particles. Possible errors coming from such accidental hits were checked by

comparing this selection to the event selection criteria used in our previous publication [1], which does

not use the forward detector clusters. The cross section for events which passed the new selection

but not the old was compared to that of events which passed both selections at each energy point.

This allowed the separation of the resonant and non-resonant components of the exclusive sample.

The resonant component was found to agree with the Monte Carlo expectation to within the 0.05%

statistical sensitivity of our test. The non-resonant component was also in good agreement with the

estimate given above and showed no indication of a possible further systematic uncertainty.

The e�ect of uncertainties resulting from the modelling of fragmentation was investigated in two

ways. We compared the acceptance calculated using the JETSET model with that obtained using the

HERWIG model. We observed a di�erence of 0.06%. We also repeated the acceptance calculation

with the JETSET model independently varying each of the optimized parameters of the model by one

standard deviation. This resulted in a maximum acceptance change of (0:09�0:03)%. The di�erences

revealed by these two studies were added in quadrature to give a total systematic error due to the
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fragmentation model of 0.11%.

The reconstruction program fails for 0.05% of the events tagged as hadronic events by an online

�lter algorithm [17], while less than 0.01% of the events tagged as luminosity Bhabha events are

missing in the �nal sample. As this may lead to a systematic shift in the cross section calculation, we

assigned a 0.05% systematic error for reconstruction failures.

The full set of correction factors and the corresponding systematic uncertainties are summarized

in Table 2. The overall correction factor for the peak energy point was 1.0010, with a systematic

uncertainty of 0.20%. The hadronic cross section results are given in Table 6.

5 The Leptonic Decay Channels

The analysis of leptonic �nal states was performed using techniques very similar to those described

in our previous publication [1]. Events were required to lie within the angular range j cos �j < 0:70,

j cos �j < 0:95 and j cos �j < 0:90 for the e+e�, �+�� and �+�� channels, respectively. The factors by

which the selected numbers of candidate events were corrected in order to account for experimental

e�ciency and background are given in Tables 3, 4 and 5, for electron, muon and tau pairs, respectively.

The leptonic cross sections are given in Table 7. In the case of muon and tau pairs the total produc-

tion cross section is quoted. Corrections for the selection e�ciency and geometrical acceptance were

evaluated using Monte Carlo events generated with the KORALZ program. In the case of electron

pairs the cross section is quoted within the geometrical acceptance and acollinearity cuts, corrected

for selection ine�ciency and backgrounds.

For the measurement of the forward-backward asymmetry, events were required to have acollinear-

ity angles of less than 10� for the e+e� channel and less than 15� for the �+�� and �+�� channels.

For the �+�� and �+�� channels the forward-backward asymmetry was calculated using an unbinned

maximum likelihood �t to the angular distribution. This was checked by simply counting the numbers

of forward and backward events. For the e+e� channel, in the absence of a convenient parametrization

for the di�erential cross section, the forward-backward asymmetry was calculated with the simple

counting method. The measured forward-backward asymmetries within the geometrical acceptance

are given in Tables 8, 9 and 10, for electron, muon and tau pairs, respectively. The numbers of events

used in the asymmetry measurements are larger than for the cross sections since less stringent require-

ments on the status of the detector were needed. This was because a precise knowledge of neither the

absolute selection e�ciency nor the luminosity was required for the asymmetry analysis.

The increased data sample collected in 1991 allowed the systematic studies described in [1] to be

repeated with increased precision. A number of new studies were performed. This, together with

continual improvements made in both the performance and understanding of the OPAL detector, is

re
ected in the reduced systematic errors given in the Tables. In the following three sections we

describe brie
y the most signi�cant improvements for each leptonic channel.

5.1 The e+e� Channel

For this channel, the selection criteria remained essentially unchanged since the analysis of the 1990

data [1]. Events were required to contain two electron candidates with an acollinearity of less than

10�. The negatively charged electron was required to satisfy j cos�j < 0:70. Cuts on the number of
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tracks, the number of clusters and the total energy of clusters in the electromagnetic calorimeter were

used to reject background from hadronic events and tau pairs.

The dominant systematic error quoted in [1] was due to the uncertainty in determining the edge

of the geometrical acceptance. We studied the possible e�ects of local distortions in the reconstructed

electromagnetic calorimeter cluster position, the e�ect of an event vertex displacement, and the consis-

tency of the �-measurement using calorimeter clusters with that using charged tracks. Furthermore, a

comparison was made of the accepted number of events for samples obtained by imposing the geomet-

rical acceptance cuts on the polar angle of the e�, the polar angle of the e+, or a random mixture of

both. From these studies, the error due to the uncertainty on the edge of the acceptance was reduced

to 0.30%.

The largest correction was applied to account for a small ine�ciency for �nding charged tracks

associated to the calorimeter clusters of the electrons. In this context, candidate events for the process

e+e� ! 

 were checked. Event samples were isolated which consisted both of true e+e� ! 

 and of

e+e� ! e+e� in which one or more tracks were missed. The causes of missing tracks in e+e� ! e+e�

events were studied in detail. Based on this study, an additional 0.20% tracking ine�ciency correction

was applied to the Monte Carlo estimate of 0.45% which gave a total correction of (0:65� 0:25)%.

In order to check the ine�ciency due to the calorimeter energy cuts and the level of background

from e+e� ! �+��, we examined distributions of calorimeter energy, visible energy and acoplanarity.

The electromagnetic calorimeter contains no gaps that point to the interaction region. However, in

small regions at the edge of calorimeter modules, showers traverse a smaller amount of lead glass than

normal and therefore deposit less energy. The e�ect of these regions on the visible energy distribution

was studied in detail. We estimated the energy cut ine�ciency to be (0:35� 0:12)%. This estimate

of the ine�ciency was 0.20% higher than that predicted by the Monte Carlo, which was corrected

accordingly.

The full set of correction factors, valid within the restricted angular range of j cos �j < 0:7, and the

corresponding systematic uncertainties are summarized in Table 3. The overall correction factor for

the peak energy point, within the geometrical acceptance, was 1.0075 with a systematic uncertainty

of 0.45%.

The sign of the charge of the particles was determined from tracks in the central detector. A

small fraction (� 2%) of the events had the same sign measured for both tracks. For these events,

an alternative method of charge determination was adopted, using the acoplanarity between the two

calorimeter clusters of the e+e� pair. With this method, the correct charge assignment was made for

approximately 95% of events in the sample, independent of the tracking information. In this way we

could use all the e+e� ! e+e� events for the asymmetry measurement without rejecting the same

sign pairs, thus avoiding any possible bias. Other sources of possible bias on the forward-backward

asymmetry measurement were investigated using similar methods to those used for the study of the

de�nition of the geometrical acceptance, described above. As a result of these studies, we assign an

uncertainty of 0.003 to the asymmetry measurement for the process e+e� ! e+e�.

5.2 The �
+
�
�

Channel

Muon pairs were selected within the angular range j cos �j < 0:95. The main improvement to the

selection criteria since our previous publication [1] was to tighten the requirement on the number of

charged tracks reconstructed in the central detector. After applying algorithms to recognize photon

conversions and tracks which were incorrectly split in the reconstruction, events were required to
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contain two or three tracks. In our previous analysis these algorithms were not applied and events

were allowed to contain as many as �ve tracks.

We have signi�cantly reduced the two dominant systematic errors, which in the previous publica-

tion [1] came from track reconstruction problems in the regions close to the sense wire planes in the

jet chamber, and from the estimation of the residual background from tau pair events.

We performed a search for e+e� ! �+�� events that failed our standard selection cuts because

of track reconstruction problems. To do this a second selection algorithm was used, which mainly

relied on information from the outer detectors and was almost independent of the central tracking.

The selection required back-to-back tracks in the muon chambers and back-to-back clusters in the

electromagnetic calorimeter. The time-of-
ight counters were used to reject cosmic rays. The purity

of the event sample selected by the algorithm was 95% and the selection e�ciency for e+e� ! �+��

decays in the OPAL data was 72%.

Overall, we found that 1.05% of muon pairs were lost because of track reconstruction problems in

the OPAL data, whereas the Monte Carlo predicted a 0.72% loss. We observed a discrepancy between

data and Monte Carlo in the angular distribution of the muon pair events that were lost by the standard

selection and found by our tracking-independent algorithm. In the very forward direction the Monte

Carlo appeared to overestimate the number of lost events, whereas everywhere else it underestimated

the losses. We assigned an error of �0:11% because of this di�erence. In summary, we applied a

correction of (�0:33� 0:11)% to the Monte Carlo estimate of the e+e� ! �+�� selection e�ciency to

account for the observed discrepancy in the track reconstruction e�ciency.

In order to check the predicted background from e+e� ! �+�� we studied distributions in visible

energy, acoplanarity and acollinearity, that discriminated between e+e� ! �+�� and the backgrounds.

For example, we made a selection of muon pair events with an acoplanarity of greater than 10 mrad

that could not be explained by the presence of a radiated photon. Combining the 1990 and 1991

OPAL data samples we found 184 such events. This compared well with the Monte Carlo prediction

of 175 events, of which 24 were e+e� ! �+�� and 151 e+e� ! �+�� events. This number represented

61% of the total predicted e+e� ! �+�� background in the �nal sample. As a result of these checks

we estimated a background of (1:15� 0:15)% from e+e� ! �+��.

Events containing four fermions in the �nal state fail the cut on track multiplicity if the masses of

both fermion pairs are large. Since four fermion events are not generated by the KORALZ program

this causes the selection e�ciency calculated with the Monte Carlo to be overestimated. From a visual

inspection of all events that failed only the multiplicity cut we assigned a systematic error of 0.05%

to account for this e�ect.

The remaining, less signi�cant, uncertainties given in Table 4 similarly pro�ted from the improved

systematic checks we were able to perform on the increased data samples now available. The full set

of correction factors and the corresponding systematic uncertainties are summarized in Table 4. The

overall correction factor for the peak energy point was 1.0890, with a systematic uncertainty of 0.25%.

For the forward-backward asymmetry measurement events were required to have exactly two oppo-

sitely charged tracks; 1.2% of �+�� events were rejected by this requirement. In order to ensure that

the polar angle of tracks in the barrel region of the detector was reliably measured, matches to hits in

both the z-chambers and the stereo wires of the vertex drift chamber were required. If this criterion

was not satis�ed, but the track was matched to hits in the barrel muon chambers then the position of

these hits, under the assumption that the track originated from the nominal e+e� interaction point,

was used to determine the polar angle. In 0.3% of the event sample the polar angle of neither track

could be reliably determined and these events were not used in the asymmetry measurement.
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The measurement was checked by using only positive tracks, only negative tracks, or using a

track of randomly chosen charge to measure the asymmetry. The acoplanarity measured in the muon

chambers was used as an alternative way to determine the charge of the muons, and compared to the

results of the tracking method. Additional checks were performed by varying the cuts on the quality

of central detector tracks used in the asymmetry measurement. As a result of these checks we assigned

an uncertainty of 0.003 on the asymmetry measurement for muon pairs.

5.3 The �
+
�
�

Channel

Z0 decays to tau pairs were selected within the angular range j cos�j < 0:90 using criteria that remained

unchanged since our last publication [1].

The uncertainty in the determination of the edge of the acceptance had been one of the dominant

systematic errors. Consistency checks between data and Monte Carlo were performed by comparing

the number of accepted events when tracks only, clusters only or both tracks and clusters were used to

reconstruct the direction of the �+�� pair. As a result of this study, the uncertainty on the de�nition

of the geometrical acceptance was reduced to 0.39%. Most of the systematic errors assigned to the

e�ciency of the selection criteria within the geometrical acceptance have been reduced because of the

availability of larger samples of data and Monte Carlo, leading to a total uncertainty of 0.42%. These

errors were determined by comparing the distributions of cut variables in data and Monte Carlo in

order to allow for possible discrepancies in the vicinity of the cuts.

Backgrounds were checked by selecting subsamples of the candidate tau pair events in which the

background fraction of a given source was enhanced. By applying more e�ective cuts than in our

previous publication, these searches for backgrounds were less sensitive to the statistical error from

the genuine tau pairs included in the subsamples under study.

Hadronic background events were tagged by requiring one of the jets in tau pair candidate events

to have a large multiplicity. Good agreement was observed between data and Monte Carlo for the

multiplicity distribution of the jet opposite the tag. Using this technique, we have assigned a systematic

uncertainty of 0.29% on the level of hadronic background in the tau pair sample.

Residual backgrounds from �+�� and e+e� events were studied by isolating the subset of events in

which at least one tau jet had large energy which was consistent with the beam energy. These studies

also made use of the small acoplanarity angle typical of �+�� and e+e� events. Backgrounds due to

�+�� and e+e� could be di�erentiated in these samples by the electromagnetic energy distributions of

the two jets in the event. As a result of these studies, the systematic uncertainties on the background

from e+e� and �+�� were both estimated to be 0.19%.

Backgrounds from non-resonant processes were checked by using the direction of the missing mo-

mentum vector and were found to be consistent with the Monte Carlo prediction to within 0.17%.

The full set of correction factors and the corresponding systematic uncertainties are summarized

in Table 5. The overall correction factor for the peak energy point was 1.3001, with a systematic

uncertainty of 0.76%.

For about 2.1% of the events in the �+�� sample an unambiguous charge assignment could not

be made. These events were excluded from the forward-backward asymmetry measurement. Possible

biases to the forward-backward asymmetry measurement were examined by comparing the results

when tracks only, clusters only or both tracks and clusters were used to reconstruct the direction of
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the �+�� pair. We also compared the results obtained using the direction of the �+, the �� or the

average of the two. As a result of these studies, we estimated an uncertainty of 0.003 on the asymmetry

measurement for tau pairs.

5.4 Correlation of Systematic Errors Among the Three Leptonic Channels

The three leptonic samples were de�ned to be complementary in the region of common geometrical

acceptance. By so doing, no additional uncertainty with respect to an inclusive charged lepton analysis

is introduced, even once the assumption of lepton universality is made. Keeping separate e+e� ! e+e�,

e+e� ! �+�� and e+e� ! �+�� samples, however, allowed us to optimize the treatment of each

channel. The complementarity of the leptonic samples leads to an anticorrelation of the uncertainty

due to cross-over of events from one leptonic channel into another. These anticorrelated uncertainties,

which must be taken into account when comparing our cross-sections to the hypothesis of lepton

universality, were 0.24% between the �+�� and �+�� samples and 0.21% between the e+e� and �+��

channels. There was no signi�cant anticorrelated error between the �+�� and e+e� channels and there

were no signi�cant correlated uncertainties for the acceptance corrections among the three channels.

6 LEP Energy Calibration

A precise calibration of the LEP energy scale was achieved in 1991 [2]. This was based on the technique

of resonant depolarization of a transversely polarized electron beam, as well as on detailed studies of

the properties of the LEP magnets and RF system. The fractional uncertainty in the overall energy

scale was reduced from �22 � 10�5 in 1990 to �5:7 � 10�5 for the data taken during the energy scan

around the Z0 resonance in the second half of 1991. The energy of the data taken at the Z0 peak in the

�rst half of 1991, before the polarization calibration was available, had a larger fractional uncertainty

of �20 � 10�5. This calibration cannot be applied retrospectively to the 1990 measurements.

In our analysis, LEP �lls with a nominal centre-of-mass energy within 10 MeV of each other were

combined into one `scan point'. In 1991 about 120 �lls were taken at an energy close to the peak of

the Z0 resonance and �ve �lls at each one of the six o�-peak points. The �ll-to-�ll reproducibility

of the energy was given as �10 � 10�5. There was a correlated uncertainty between the energies

Ei of scan points introduced through a local energy scale error in the extrapolation of the energy

measurement by resonant depolarization at an energy of 93 GeV to other energies, described by

�1:5 � 10�3(93 GeV� Ei). Systematically di�erent settings of machine parameters at the di�erent

scan points could have led to small energy changes with respect to the nominal energy, estimated to

be �3 � 10�5.

In the light of a better understanding of the energy calibration, corrections have been applied to our

published 1990 energies. The geometry of the LEP radio-frequency accelerating cavities introduced a

shift of +16�2 MeV in centre-of-mass energy at the OPAL interaction point relative to the values used

in [1]. A non-linearity correction of (1:9� 1:5) � 10�3(91:2 GeV� Ei) was applied to the 1990 scan

points. All errors were taken into account by constructing the error correlation matrix between the

scan points in 1991 and 1990. The point-to-point setting error and the uncertainty of the non-linearity

correction were assumed to be fully correlated between 1990 and 1991.

The spread of the centre-of-mass energy of 51�5 MeV, due to the energy spread of particles in

the beams, was taken into account by correcting the measured cross sections in the �tting procedure
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using the Taylor expansion:

��(E) � �1

2

d2�(E)

dE2
�E2:

The e�ect of this correction amounts to a change in the cross section at
p
s = MZ by +0:14% and a

change in �Z by �4 MeV, but has a negligible e�ect on other quantities as compared to their statistical

errors.

7 Determination of Electroweak Parameters

Electroweak parameters were determined from the measurements described in the previous sections

(Tables 6-10), our published 1990 hadronic and leptonic cross sections (Tables 7-10 in reference [1])

and our combined 1989/1990 leptonic asymmetries (Tables 11-13 of reference [1]). The procedure

used to �t the cross sections and the leptonic asymmetries was essentially the same as that described

in our previous publication [1]. Parameters were obtained using a �2 minimization procedure taking

into account the full covariance matrix of the data. The systematic errors of the 1990 measurements

were in general larger than those of 1991. The 1991 systematic errors were treated as common

uncertainties between 1990 and 1991. The systematic checks on the absolute luminosity measurement

for the 1991 data were considerably improved by the new drift-chamber analysis. We therefore did

not include the information from the absolute luminosity measurement in 1990. Technically this was

implemented by rescaling our published 1990 cross sections, by a factor of 1.0085, in order to normalize

the 1990 hadronic cross section at the Z0 peak to the 1991 measurement, and by in
ating the overall

normalization error for the 1990 data. The absolute energy determination for the 1990 data was not

used. For the purposes of our �t, the 1990 energies were rescaled by a factor of 1.00024, such that

the value obtained for MZ was the same for the 1990 and 1991 data sets, and the systematic error on

the 1990 absolute energy determination was in
ated. Hence the determination of MZ and the cross

section at the Z0 peak are almost completely determined by the 1991 data.

The theoretical parametrizations of the total and di�erential cross sections for the processes e+e� !
hadrons, e+e� ! �+��, e+e� ! �+�� and the contribution of s-channel diagrams to e+e� ! e+e�

were obtained with the program ZFITTER [18]. For the process e+e� ! e+e� we used the program

ALIBABA [19] to describe the contributions from the t-channel diagrams and from s-t interference.

These were then added to the s-channel di�erential cross sections calculated by ZFITTER. Following

the recommendation in [19], an uncertainty of 0.5% was assigned to these contributions.

7.1 Extended Improved Born Approach

The total cross section of the hard scattering process e+e� ! hadrons is dominated by the pure Z0

contribution. Without photonic corrections this contribution can be parametrized by a Breit-Wigner

line-shape with an s-dependent width:

�(s) = �polehad

s�2Z
(s�M2

Z)
2 + (s2=M2

Z)�
2
Z

; (1)

where �polehad represents the hadronic pole cross section at
p
s = MZ in the absence of initial state photon

radiation. Small additional contributions from 
 exchange and from 
-Z0 interference were calculated

within the Standard Model framework. To check that this procedure does not introduce a Standard

Model bias, the Standard Model contribution of the 
-Z0 interference was multiplied by a scale factor
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which was treated as a free parameter. We obtained for this scale factor �1:1� 3:6 which is in good

agreement with unity.

To parametrize the s-channel leptonic di�erential cross sections we used an extension of the im-

proved Born approximation [20]:

2s

��2

d�

d cos �
(e+e� ! `+`�) =

���� 1

1���

����
2

(1 + cos2 �) (2)

+ 4Re

�
2

1���
�(s)

h
Cs

Z(1 + cos2 �) + 2Ca


Z cos �
i�

+ 16j�(s)j2
�
Cs
ZZ(1 + cos2 �) + 8Ca

ZZ cos �
�
;

with

�(s) =
GFM

2
Z

8��
p
2

s

s �M2
Z + is�Z=MZ

:

Here � is the electromagnetic coupling constant and GF is the Fermi constant. Besides MZ and �Z
the four coe�cients Cs


Z, C
a

Z, C

a
ZZ and Cs

ZZ are treated as free parameters, where the superscripts

`s' and `a' refer to terms symmetric and antisymmetric in cos �. With this parametrization we retain

the e�ective Born structure of the di�erential cross section, but relax the constraints on the relative

strengths of the various contributions that are imposed by a description in terms of vector and axial-

vector couplings. This can be seen more clearly by writing the C parameters in terms of e�ective

vector and axial-vector coupling constants, ĝv and ĝa , and four scale factors �s
Z, �
a

Z, �

s
ZZ and �aZZ.

In the improved Born approximation the � parameters are equal to 1. They are introduced here to

allow for a more general approach:

Cs

Z � �s
Z ĝ

e
v ĝ`v

Ca

Z � �a
Z ĝ

e
a ĝ`a

Cs
ZZ � �sZZ( ĝ

e
a
2 + ĝev

2)( ĝ`a
2
+ ĝ`v

2
)

Ca
ZZ � �aZZ ĝ

e
a ĝ`a ĝev ĝ`v :

The superscripts `e' and ``' denote electronic and leptonic coupling constants, where ``' stands for

either electron, muon or tau leptons. The �rst term in Equation 2 arises from pure QED photon

exchange, the second term describes the 
-Z0 interference, indicated by the subscripts `
Z' on the C

and � parameters, and the last term arises from Z0 exchange, indicated by the subscripts `ZZ'. E�ects

from non-photonic radiative corrections are accounted for by including the QED vacuum polarization

correction ��, an s-dependence of the Z0 width in the propagator, and by using e�ective vector and

axial-vector couplings denoted by ĝv and ĝa .

The improved Born parametrization is an approximation since it is based on the assumption that

the e�ective vector and axial-vector couplings are real and energy independent, but otherwise it is

model independent. At the present level of accuracy signi�cant deviations of the relative strengths

of the various terms from the improved Born prediction could indicate new physics, leading to a

break-down of the approximation, due to unexpected higher order corrections or a modi�cation of the

Born process. Our approach allows the interpretation of possible deviations from the e�ective Born

relations to be directly related to the experimental measurements. Similar tests can also be performed

in a rigorously model independent manner using approaches such as those described in [21].
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Table 11 gives the results of �ts to the combined data set of hadronic and leptonic cross sections and

leptonic forward-backward asymmetries. Parameter correlation matrices are given in the Appendix.

The values in the second column of Table 11 were obtained from a 15 parameter �t with MZ, �Z,

�polehad , and the 12 C parameters (Cs

Z, C

a

Z, C

a
ZZ and Cs

ZZ individually for each leptonic species) as free

parameters. The values obtained from the di�erent leptonic species for corresponding parameters are

consistent with one another, supporting the hypothesis of lepton universality. The most precise test of

lepton universality is obtained from the ratio of Cs
ZZ parameters for di�erent leptonic species, as the

overall normalization error cancels. In the improved Born approximation the ratio of Cs
ZZ parameters

can be expressed as:

R`=� =
Cs
ZZ(`

+`�)

Cs
ZZ(�

+��)
� ĝ`a

2
+ ĝ`v

2

ĝ�a
2 + ĝ�v

2 for ` = e or � :

The result of our measurement is:

Re=� = 1:008� 0:016

R�=� = 1:025� 0:014 :

Column three of Table 11 gives the results for a 7 parameter model-independent �t when lepton

universality was assumed explicitly by imposing C(e+e�) � C(�+��) � C(�+��) for each of the four

C parameters.

Figure 5 shows a comparison of the results with the Standard Model prediction for the �tted

parameters. Good agreement is observed for all parameters. The largest deviation is in the parameter

Ca

Z = �a
Z ĝ

`
a

2
, which di�ers by two standard deviations from the Standard Model. This deviation is

due to the energy-dependence of the forward-backward asymmetry. Strictly speaking the measurement

of the o�-peak leptonic forward-backward asymmetry determines only the ratio of the parameters

Ca

Z/C

s
ZZ. The relative error on Cs

ZZ is, however, negligible compared to the relative deviation of Ca

Z

from the Standard Model. The error on Ca

Z is completely dominated by statistics.

The e�ective leptonic couplings, ĝ`a
2
and ĝ`v

2
, can be determined by setting all � factors equal to 1.

The result is given in the last row of Table 12 and is consistent with the Standard Model prediction.

In principle ĝ`a
2
and ĝ`v

2
can be determined from any pair of C parameters; this is illustrated in the

upper part of Table 12. It should be noted that the determination from a combined �t to all four C

parameters is completely dominated by the precisely measured parameters Cs
ZZ and Ca

ZZ.

7.2 Derived Parameters

The set of parameters presented in section 7.1 is su�cient to characterize the data. Parameter trans-

formations are, however, useful to emphasize certain aspects of the measurements. In this section

we �rst derive the partial decay widths of the Z0 to hadrons, �had, and to leptons, �``, from the

parameters of our model independent �t. The leptonic partial decay widths of the Z0 are related to

the parameter Cs
ZZ(`

+`�) by x:

Cs
ZZ(`

+`�) =

 
6�
p
2

GFM
3
Z

!2

�ee�``

�2QED
: (3)

xFor simplicity we neglect small mass terms in the following equations which relate the C coe�cients to partial widths.

These mass terms were taken into account in the �tting procedure.
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The hadronic pole cross section can be expressed in terms of the Z0 mass, the total width and the

partial decay width into hadrons and electrons:

�polehad =
12�

M2
Z

�ee�had

�2Z
: (4)

The factor �QED = 1 + 3

4

�

�
accounts for the e�ects of �nal state radiation which, by convention, is

included in the de�nition of the partial width. The partial decay widths �had, �ee, ��� and ��� , as

given in Table 13, have been obtained by a parameter transformation from the parameters Cs
ZZ(e

+e�),

Cs
ZZ(�

+��), Cs
ZZ(�

+��),MZ, �Z and �
pole

had from our model independent �t. The leptonic partial widths

are consistent with each other, as already observed in the results for the Cs
ZZ parameters.

For the decay width of the Z0 into invisible �nal states, �inv , we obtain:

�inv = �Z � �had � 3�`` = 495� 10 MeV ;

and for the ratio of �inv=�``:

�inv=�`` = 5:94� 0:12 :

Combining the measured value of �inv=�`` with the Standard Model prediction for ��=�``=1.992�0.003,
where the error refers to a variation of the mass of the top quark Mt in the interval 50 < Mt (GeV) <

230 and the mass of the Higgs boson MH in the interval 60 < MH (GeV) < 1000, we obtain for the

number of light neutrino generations:

N� = 2:98� 0:06(exp:)� 0:005(Mt;MH) :

We also apply a parameter transformation to our model independent �t to describe our data in

terms of MZ, �Z, �
pole
had , R` and Apole

FB , where R` is the ratio

R` �
�had

�``
=

�polehad

Cs
ZZ(`

+`�)

1

�2QED

�2Z
M4

Z

6�

G2
F

;

and Apole
FB is the leptonic forward-backward asymmetry at the pole,

Apole
FB = 3

Ca
ZZ

Cs
ZZ

:

This parameter set is closely related to the experimental measurements and correlations between these

parameters are small. Furthermore it has been adopted by the four LEP experiments to facilitate the

comparison of measurements. The results of the model independent �t expressed in terms of these

parameters are given in Table 14. Parameter correlation matrices are given in the Appendix. Figure 6

shows, for each leptonic species, the resulting one standard deviation contours in the R`-A
pole
FB plane.

The comparison of the R` values for the individual leptonic species provides a test of lepton universality

with similar sensitivity to the ratio of Cs
ZZ parameters, as the overall normalization error cancels in

R`. These results are again compatible with lepton universality.

7.3 Standard Model Fits

In this section we compare the data to the Standard Model prediction and infer constraints on the

model's unknown input parameters. Since the �ne structure constant, �, and the Fermi constant, GF,

are precisely measured, we treat as the free parameters of the Standard Model prediction MZ, the

mass of the top quark Mt, the mass of the Higgs boson MH and the strong coupling constant �s(M
2
Z),
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where the latter three parameters enter through radiative corrections. To parametrize our data, we

used the full one-loop Standard Model calculation provided in the program ZFITTER, which includes

leading O(�2M 4
t ) and O(��s)terms. QCD corrections were calculated to O(�3

s) and include quark

mass dependent corrections [22]. From the �t to our data we obtain:

MZ = 91:182� 0:007� 0:006 GeV

Mt = 91+46
�::: � 9 GeV

�s(M
2
Z) = 0:135� 0:015� 0:002 ;

with a �2/NDOF=69.0/102. The central values of Mt and �s(M
2
Z) refer to a �xed value of MH =

300 GeV. The second error shows the variation of the central value for Higgs masses spanning the

interval 60 < MH (GeV) < 1000. The dots for the lower bound on Mt indicate that the error extends

beyond the threshold for open top production (Mt < MZ/2), which is excluded by direct searches and

not implemented in our parametrization. In the context of the Standard Model our measurements

lead to a value of MW = 79:87+0:26
�0:21� 0:04 GeV (imposing Mt > MZ/2) in good agreement with the

direct measurements of CDF and UA2 [23] and of similar precision. The �tted value for �s(M
2
Z) is

determined from the ratio R` = �had=�`` and the total width �Z. The value we obtain is consistent

with the OPAL values [24], �s(M
2
Z) = 0:122+0:005�0:006, determined from event topologies, jet rates and

energy correlations and, �s(M
2
Z) = 0:123+0:006�0:007, determined from � decays. If we calculate �s(M

2
Z)

from R` alone, we obtain for Mt=150 GeV and MH=300 GeV, �s(M
2
Z) = 0:139� 0:020(exp:)+0:006�0:005,

where the second error re
ects the variation of our result for the Mt and MH ranges quoted above.

Figures 7 and 8 show comparisons of the measured cross sections and asymmetries with the result

of the Standard Model �t. We observe excellent agreement between the data and the result of the �t.

The largest deviation is in the distribution of the residuals of the energy-dependence of the forward-

backward asymmetry for leptons (see Figure 8 d). This leads to the previously discussed two standard

deviation di�erence of the parameter Ca

Z from the Standard Model prediction.

Figure 9 shows the �2-curves, as a function ofMt, for the direct Standard Model �t to the corrected

cross sections and forward-backward asymmetries. From these �2-curves we derive an upper limit on

Mt of:

Mt < 180GeV at 95%CL :

Alternatively Mt can be determined from a �t to the model independent parameters given in sec-

tion 7.1. As indicated in Figure 9 these �ts di�er in the region of the minimum of �2, however they

both result in approximately the same upper con�dence limit for Mt.

8 Summary and Conclusions

Based on a total of 454 300 e+e� ! hadrons, 17 000 e+e� ! e+e�, 22 700 e+e� ! �+�� and 18 200

e+e� ! �+�� events, we have measured a value of MZ = 91:181 � 0:007 � 0:006 GeV and �Z =

2:483� 0:011� 0:004 GeV, where the �rst error is essentially statistical and the second refers to the

uncertainty in the LEP energy scale.

We have performed a model independent analysis of Z0 parameters based on an extension of the

improved Born approximation. Comparing the resulting parameters with the Standard Model predic-

tion we observe good agreement. The largest deviation is in the energy dependence of the leptonic

forward-backward asymmetry, which di�ers by two standard deviations from the Standard Model

prediction.
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Several observables that test lepton universality have been presented and show agreement with this

hypothesis.

From a �t of the Standard Model prediction to our data we derive an upper limit on the top quark

mass of Mt < 180 GeV at the 95% con�dence limit. The strong coupling constant determined from

this �t is �s(M
2
Z) = 0:135�0:015�0:002, in good agreement with results derived from event topologies,

jet rates, energy correlations and � decays.

Our results are consistent with those of the other LEP Collaborations [25].
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Source of Uncertainty Uncertainty

8 `Telescope' study 0.30 %

drift chamber survey of tubes 0.21 %

simulation systematics 0.20 %

locations of drift wires 0.10 %

tube pitch 0.08 %

using 1992 survey for 1991 0.06 %

distance to interaction point 0.04 %

calorimeter coordinates 0.04 %

trigger ine�ciency <0.02 %

reconstruction ine�ciency <0.01 %

accidental background <0.01 %

data statistics 0.32 %

Monte Carlo statistics 0.24 %

overall 0.60 %

Table 1: Summary of experimental uncertainties in the 1991 absolute luminosity analysis.

Correction Factor Uncertainty [% ]

Acceptance/E�ciency:

e+e� ! hadrons Monte Carlo 1.0048 0.04

quality of detector simulation 1.0000 0.14

reconstruction failures 1.0000 0.05

Background:

e+e� ! �+�� 0.9983 0.01

non-resonant background (0:064� 0:017 nb) 0.9979 0.06

forward detector accidental hits 1.0000 0.05

Theoretical error:

fragmentation 1.0000 0.11

overall 1.0010 0.20

Table 2: Summary of the correction factors and systematic errors for the 1991 hadronic cross section

calculation. In addition there is a correlated point-to-point systematic uncertainty to account for a

possible energy dependence of the Monte Carlo correction factor of 0.2%�j�Ej=3, where �E is the

di�erence in energy in GeV, from the point at the peak of the Z0 resonance.
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Correction Factor Uncertainty [% ]

Acceptance/E�ciency:

edge of acceptance 1.0000 0.30

calorimeter energy cut 1.0035 0.12

tracking ine�ciency 1.0065 0.25

trigger e�ciency 1.0000 �0.10

Background:

e+e� ! �+�� 0.9975 0.15

e+e� ! hadrons 1.0000 <0.05

e+e� ! 

 1.0000 <0.05

e+e� ! e+e�e+e� 1.0000 <0.05

overall 1.0075 0.45

Table 3: Summary of the correction factors and systematic errors for the 1991 e+e� ! e+e� cross

section calculation. The correction factors listed apply to the restricted angular range of j cos�j < 0:7

used for this analysis.

Correction Factor Uncertainty [%]

Acceptance/E�ciency:

e+e� ! �+�� Monte Carlo 1.0981 0.09

muon identi�cation 1.0008 0.04

tracking losses 1.0033 0.11

trigger e�ciency 1.0012 0.04

edge of geometrical acceptance 1.0000 0.10

cut on number of tracks 1.0000 0.05

treatment of four-fermion events 1.0000 0.05

only one �nal-state photon in KORALZ 1.0000 <0.05

online �lter e�ciency 1.0000 <0.05

cosmic ray rejection using TOF/vertex 1.0000 <0.05

Background:

e+e� ! �+�� 0.9885 0.15

cosmic rays 0.9980 0.05

e+e� ! e+e��+�� 1.0000 <0.05

overall 1.0890 0.25

Table 4: Summary of the correction factors and systematic errors for the 1991 e+e� ! �+�� cross

section calculation. Note that the e�ects `muon identi�cation', `tracking losses' and `cut on number

of tracks' were, in principle, simulated by the Monte Carlo. The quoted corrections were introduced

to take into account the observed discrepancies between the data and Monte Carlo for these e�ects.
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Correction Factor Uncertainty [%]

Acceptance/E�ciency:

e+e� ! �+�� Monte Carlo 1.3327 0.19

� -pair selection cuts 1.0000 0.42

de�nition of j cos�j 1.0000 0.39

vertex cut 1.0000 0.09

treatment of four-fermion events 1.0000 0.05

time-of-
ight e�ciency 1.0000 <0.01

trigger e�ciency 1.0006 0.06

uncertainty of tau branching fraction 1.0000 <0.05

Background:

e+e� ! hadrons 0.9961 0.29

e+e� ! e+e� 0.9950 0.19

e+e� ! �+�� 0.9901 0.19

cosmic rays and beam-gas events 0.9983 0.13

two-photon reactions (5.20�1.95 pb) 0.9954 0.17

overall 1.3001 0.76

Table 5: Summary of the correction factors and systematic errors for the 1991 e+e� ! �+�� cross

section calculation.

p
s Luminosity Nhad �had

(GeV) (nb�1) (nb)

91.254 5146 156592 30.46�0.10
88.481 682 3646 5.35�0.10
89.472 790 7991 10.13�0.13
90.227 875 16011 18.32�0.17
91.223 3022 92025 30.48�0.13
91.969 825 20353 24.69�0.22
92.968 593 8356 14.11�0.18
93.717 946 9404 9.95�0.12
Total 12879 314378

Table 6: The 1991 hadronic cross section, �had, as a function of the luminosity-weighted centre-of-mass

energy,
p
s. Listed are also the integrated luminosity and the number of observed hadronic events,

Nhad. The cross sections are quoted with their statistical and point-to-point systematic uncertainty

of both the hadronic acceptance and the luminosity calculation. The �rst energy point corresponds

to the data which was accumulated at a �xed centre-of-mass energy during the �rst half of 1991. The

remainder was recorded during scans of seven energy points around the Z0 mass.
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p
s �ee �tot�� �tot��

(GeV) (nb) (nb) (nb)

91.254 0.991�0.014 1.490�0.018 1.436�0.019
88.481 0.364�0.024 0.233�0.020 0.278�0.023
89.472 0.565�0.028 0.519�0.027 0.486�0.029
90.227 0.765�0.030 0.912�0.035 0.836�0.036
91.223 1.013�0.019 1.491�0.023 1.442�0.025
91.969 0.691�0.030 1.249�0.042 1.192�0.044
92.968 0.418�0.027 0.686�0.035 0.697�0.040
93.717 0.303�0.018 0.481�0.024 0.500�0.027

Table 7: The 1991 leptonic cross sections without systematic errors, from a total of 10 736 e+e� !
e+e� events, 14 855 e+e� ! �+�� events and 11 507 e+e� ! �+�� events. �ee is the cross section

measured within the angular acceptance j cos �j < 0:7 and the acollinearity angle less than 10�, cor-

rected for the e�ects of e�ciency. �tot�� and �tot�� are the total cross sections after correction for e�ciency

and acceptance for a cut on the mass of the �nal state fermion pair
p
s0 > 0:01

p
s.

p
s

(GeV) Nee
F Nee

B Aee
FB

91.254 3061 2563 0.089�0.013
88.479 218 79 0.469�0.051
89.469 287 164 0.274�0.045
90.227 403 280 0.181�0.038
91.220 1860 1505 0.106�0.017
91.969 316 250 0.117�0.042
92.968 175 150 0.077�0.055
93.717 150 134 0.057�0.059

Table 8: The 1991 forward-backward asymmetry corrected for background for the process e+e� !
e+e� within the angular acceptance j cos �j < 0:7 and the acollinearity angle less than 10�, from a total

of 11 595 events. The systematic error of the measurements is 0.003.

p
s

(GeV) N��
F N��

B A��
FB (Counting) A��

FB (Fitting)

91.254 3795 3768 0.004�0.011 0.002�0.011
88.480 70 106 -0.205�0.074 -0.228�0.070
89.472 164 199 -0.096�0.052 -0.106�0.050
90.227 344 400 -0.075�0.037 -0.069�0.034
91.224 2180 2242 -0.014�0.015 -0.022�0.014
91.969 454 462 -0.009�0.033 0.002�0.031
92.968 275 203 0.151�0.045 0.152�0.042
93.717 219 185 0.084�0.050 0.085�0.046

Table 9: The 1991 forward-backward asymmetry for e+e� ! �+�� within j cos �j < 0:95 and the

acollinearity angle less than 15�, from a total of 15 066 events. The systematic error of the measure-

ments is 0.003. The forward-backward asymmetries in column four were obtained from the numbers

in columns two and three; column �ve represents the results from a maximum likelihood �t to the

cos � distribution.
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p
s

(GeV) N��
F N��

B A��
FB (Counting) A��

FB (Fitting)

91.254 3080 2979 0.017�0.013 0.016�0.012
88.480 66 100 -0.205�0.076 -0.252�0.068
89.472 128 161 -0.114�0.058 -0.099�0.054
90.227 268 301 -0.058�0.042 -0.070�0.039
91.224 1817 1786 0.009�0.017 0.001�0.016
91.969 377 357 0.027�0.037 0.040�0.035
92.968 239 197 0.096�0.048 0.096�0.044
93.717 206 153 0.148�0.052 0.171�0.048

Table 10: The 1991 forward-backward asymmetry for e+e� ! �+�� within j cos �j < 0:90 and the

acollinearity angle less than 15�, from a total of 12 215 events. The systematic error of the measure-

ments is 0.003. The forward-backward asymmetries in column four were obtained from the numbers

in columns two and three; column �ve represents the results from a maximum likelihood �t to the

cos � distribution.
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Without Lepton With Lepton

Universality Universality

Cs
ZZ(e

+e�) � �sZZ( ĝ
e
a
2
+ ĝev

2
)( ĝea

2
+ ĝev

2
) 0.0624�0.0010

Cs
ZZ(�

+��) � �sZZ( ĝ
e
a
2 + ĝev

2)( ĝ�a
2 + ĝ�v

2) 0.06350�0.00085
Cs
ZZ(�

+��) � �sZZ( ĝ
e
a
2 + ĝev

2)( ĝ�a
2 + ĝ�v

2) 0.06194�0.00098

Cs
ZZ(`

+`�) � �sZZ( ĝ
`
a

2
+ ĝ`v

2
)2 0.06280�0.00075

Ca
ZZ(e

+e�) � �aZZ ĝ
e
a ĝev ĝea ĝev -0.00005�0.00024

Ca
ZZ(�

+��) � �aZZ ĝ
e
a ĝev ĝ�a ĝ�v 0.00010�0.00016

Ca
ZZ(�

+��) � �aZZ ĝ
e
a ĝev ĝ�a ĝ�v 0.00034�0.00017

Ca
ZZ(`

+`�) � �aZZ( ĝ
`
a ĝ`v )

2 0.00016�0.00011

Ca

Z(e

+e�) � �a
Z ĝ
e
a ĝea 0.183�0.051

Ca

Z(�

+��) � �a
Z ĝ
e
a ĝ�a 0.208�0.027

Ca

Z(�

+��) � �a
Z ĝ
e
a ĝ�a 0.225�0.028

Ca

Z(`

+`�) � �a
Z ĝ
`
a

2
0.215�0.018

Cs

Z(e

+e�) � �s
Z ĝ
e
v ĝev -0.023�0.034

Cs

Z(�

+��) � �s
Z ĝ
e
v ĝ�v 0.018�0.022

Cs

Z(�

+��) � �s
Z ĝ
e
v ĝ�v 0.027�0.024

Cs

Z(`

+`�) � �s
Z ĝ
`
v

2
0.013�0.015

MZ [GeV] 91.181�0.007�0.006 91.181�0.007�0.006
�Z [GeV] 2.483�0.011�0.004 2.483�0.011�0.004
�polehad [nb] 41.45�0.31 41.45�0.31

�2/NDOF 55.8/90 64.6/98

Table 11: Results of the model-independent �ts to the leptonic cross sections and forward-backward

asymmetries. The hadronic cross section measurements are also included in both �ts. The values

obtained for �2 in the parameter �ts are dominated by the size of the statistical errors. When the �ts

were repeated with the values of systematic errors set to zero, the resulting �2 values were 57.0 and

66.6 for the �ts in columns 2 and 3, respectively.
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Determination Parameters ĝ`a
2

ĝ`v
2

Related to Used

Z-exchange Cs
ZZ � ( ĝ`a

2
+ ĝ`v

2
)2 0.2500�0.0017 0.00064�0.00044

only Ca
ZZ � ĝ`a

2
ĝ`v

2


Z-interference Ca

Z � ĝ`a

2
0.215�0.018 0.013�0.015

only Cs

Z � ĝ`v

2

cross sections Cs
ZZ � ( ĝ`a

2
+ ĝ`v

2
)2 0.238�0.015 0.013�0.015

only Cs

Z � ĝ`v

2

cos � terms Ca
ZZ � ĝ`a

2
ĝ`v

2
0.215�0.018 0.00074�0.00051

only Ca

Z � ĝ`a

2

combined result 0.2498�0.0016 0.00071�0.00044

Table 12: E�ective leptonic couplings, ĝ`a
2
and ĝ`v

2
, derived from various combinations of values

obtained for the C parameters from the model-independent �t (Table 11, column 3) with lepton

universality imposed and � parameters set equal to 1.

Without Lepton Universality:

�ee 83.03�0.66
��� 84.43�0.92
��� 82.2�1.1
�had 1743�15
With Lepton Universality:

�`` 83.27�0.50
�had 1738�12

Table 13: Z0 partial decay widths [MeV] obtained by parameter transformation from �
pole

had and the

Cs
ZZ parameters in table 11.
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Without Lepton With Lepton SM Pre-

Universality Universality diction

Re 20.99�0.25
R� 20.65�0.17
R� 21.22�0.25
R` 20.88�0.13 20:75+0:02�0:03

Apole
FB (e+e�) -0.002�0.012

Apole
FB (�+��) 0.0047�0.0076

A
pole

FB (�+��) 0.0165�0.0082
A
pole

FB 0.0076�0.0050 0.014+0:006�0:003

MZ [GeV] 91.181�0.007�0.006 91.181�0.007�0.006 input

�Z [GeV] 2.483�0.011�0.004 2.483�0.011�0.004 2:489+0:022�0:018

�
pole

had [nb] 41.45�0.31 41.45�0.31 41.46+0:06�0:03

Table 14: Results from a parameter transformation of our model independent analysis into the stan-

dard LEP parameter set. The second error quoted on MZ and �Z is due to the uncertainty of the

LEP energy. In the last column we give the Standard Model value for each parameter assuming

Mt = 150 GeV, MH = 300 GeV and �s(M
2
Z) = 0:12, �xed. The range quoted for the Standard

Model prediction re
ects variations of Mt in the interval 50 < Mt (GeV) < 230 and MH in the interval

60 < MH (GeV) < 1000.

27



A Appendix: Correlation Matrices

Parameter 1 2 3 4 5 6 7

1 MZ 1.000 .020 -.040 -.002 -.002 .018 -.076

2 �polehad .020 1.000 .418 -.143 .026 .017 -.023

3 Cs
ZZ -.040 .418 1.000 .691 .062 .022 .058

4 �Z -.002 -.143 .691 1.000 .047 .009 .021

5 Ca

Z -.002 .026 .062 .047 1.000 .047 -.029

6 Ca
ZZ .018 .017 .022 .009 .047 1.000 .012

7 Cs

Z -.076 -.023 .058 .021 -.029 .012 1.000

Table 15: The parameter correlation matrix for the extended e�ective Born approach assuming lepton

universality. The results of this �t are summarized in Table 11 column 3.
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Parameter 1 2 3 4 5

1 MZ 1.000 .018 .024 .000 .020

2 �polehad .018 1.000 .193 -.144 .009

3 R` .024 .193 1.000 .080 -.001

4 �Z .000 -.144 .080 1.000 -.005

5 Apole
FB .020 .009 -.001 -.005 1.000

Table 17: The parameter correlation matrix for the standard LEP parametrization assuming lepton

universality. The results of this �t are summarized in Table 14 column 3.

Parameter 1 2 3 4 5 6 7 8 9

1 MZ 1.000 .010 .076 -.008 -.008 .008 -.036 .083 .032

2 �
pole

had .010 1.000 .026 .135 .103 -.131 .078 -.004 .003

3 Re .076 .026 1.000 .096 .041 .030 -.144 .019 .008

4 R� -.008 .135 .096 1.000 .038 .044 .000 .004 .000

5 R� -.008 .103 .041 .038 1.000 .020 .004 -.001 .004

6 �Z .008 -.131 .030 .044 .020 1.000 -.005 .003 .012

7 Apole
FB (e+e�) -.036 .078 -.144 .000 .004 -.005 1.000 -.011 -.007

8 Apole
FB (�+��) .083 -.004 .019 .004 -.001 .003 -.011 1.000 .009

9 A
pole

FB (�+��) .032 .003 .008 .000 .004 .012 -.007 .009 1.000

Table 18: The parameter correlation matrix for the standard LEP parametrization without assuming

lepton universality. The results of this �t are summarized in Table 14 column 2.

Parameter 1 2

1 MZ 62 �32
2 �Z �32 42

Table 19: Covariance matrix elements originating from uncertainties in the centre-of-mass energy,

in MeV2. These uncertainties were evaluated by comparisons of �ts performed with and without

uncertainties in the energy scale taken into account and are common to all LEP experiments. In the

parameter errors quoted, and the correlation matrices in Table 15�18, the e�ects of the LEP centre-

of-mass energy uncertainty have already been included. They have been separated here to facilitate

the combination of results from di�erent experiments.
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Figure Captions

Figure 1: A schematic diagram of the elements of the 1992 OPAL forward detectors used in the 1991

luminosity determination. The calorimeter consists of a presampler section of 4 radiation lengths and

a main section of 19 radiation lengths. The set of drift chambers nearest the interaction region was

installed for 1992 data taking. The sense wires of these drift chambers are located close to the inner

edge of the acceptance for luminosity events.

Figure 2: A comparison of the performance of the forward detector tube chambers in 1991 and 1992.

For both sets of data, luminosity events were selected at the inner edge of the acceptance of the

left hand forward detector: j�L � 0:065j < 2 mrad. For these events the plots show, for 1991 and

1992, the radius measured by the right hand forward detector, RR, minus the radius measured by

the left hand forward detector, RL, as a function of �L. The structure observed in both plots arises

from inhomogeneity of the tube chambers and variations in gain. These local distortions are consistent

between the two years with a �2 = 45:8 for 44 degrees of freedom. If there had been signi�cant changes

in the performance of the tubes between the years then one would have expected the structure in the

plots also to have changed.

Figure 3: The total energy in the forward detector versus the total energy in the electromagnetic

calorimeter for the data (a) and the Monte Carlo (b) after all the selection cuts for hadrons except for

the Rvis cut. The selection cut of Rvis > 0:09 is shown as a line in the plot. The distributions of Rvis

for the data (points) and Monte Carlo (histogram) are shown in (c). The open and shaded histograms

are the Monte Carlo distributions for the sum of the processes e+e� ! hadrons and e+e� ! �+��

and for �+�� events only, respectively.

Figure 4: The lower part of the invariant mass distributions after all the selection cuts for hadrons

except for the invariant mass cut. The open and shaded histograms are the Monte Carlo distributions

for the sum of the processes e+e� ! hadrons and e+e� ! �+�� and for �+�� events only, respectively.

Figure 5: Comparison of the parameters from the model independent �t (Table 11 column 3) with

the Standard Model prediction as a function of Mt. The cross-hatched area shows the variation of

the Standard Model prediction with MH spanning the interval 60 < MH (GeV) < 1000 and the singly-

hatched area corresponds to a variation of �s(M
2
Z) within the interval 0:11 < �s(M

2
Z) < 0:13. The

experimental errors on the parameters are indicated as vertical bands.

Figure 6: One standard deviation contours (39% probability content) in the R`-AFB
pole plane for each

leptonic species and for all leptons assuming lepton universality. The shaded area is the Standard

Model prediction for 50 < Mt (GeV) < 230 and 60 < MH (GeV) < 1000.

Figure 7: Cross sections as functions of centre-of-mass energy for:

a) e+e� ! hadrons, corrected for acceptance;

b) e+e� ! e+e�, integrated over j cos �j < 0:7 and corrected for e�ciency within the geometrical

acceptance;

c) e+e� ! �+��, corrected for acceptance;

d) e+e� ! �+��, corrected for acceptance.

The solid lines are the results of the �t to the combined e+e�, �+��, �+�� and hadronic data described

in the text. The solid points show the 1991 data and the open points the 1990 data. Only statistical

errors are shown. The lower plots display the residuals to the Standard Model �t.
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Figure 8: Forward-backward asymmetries for:

a) e+e� ! e+e�, within j cos�j < 0:7;

b) e+e� ! �+��, within j cos�j < 0:95;

c) e+e� ! �+��, within j cos�j < 0:90.

d) The di�erence averaged over all 3 leptonic species between the measured forward-backward asym-

metry and the Standard Model �t result.

The solid lines are the results of the �t to the combined e+e�, �+��, �+�� and hadronic data described

in the text. The solid points show the 1991 data and the open points the 1990 data. Only statistical

errors are shown.

Figure 9: The �2 curves for the �t to Mt and �s(M
2
Z), using the OPAL cross section and forward-

backward asymmetry measurements, for three di�erent Higgs mass values spanning the interval 60 <

MH (GeV) < 1000. The minimum value of �2 from the MH = 1000 GeV curve has been subtracted

from all curves. In these �ts the strong coupling constant is unconstrained. The solid lines refer to

a direct �t to cross sections and leptonic asymmetries, the dashed line refers to a �t to the set of 7

parameters (Table 11 column 3) from our model independent �t.
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