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Abstract

The inclusive branching ratios of the � lepton to one, three and �ve charged particle �nal
states are measured from data collected with the OPAL detector at LEP. The data sample
consists of 12707 e+e� ! �+�� candidate events and has an estimated background of 1.9%.
The branching ratios are obtained from a simultaneous �t to the data which gives B1 = 84:48�

0:27(stat)� 0:23(sys)%, B3 = 15:26� 0:26� 0:22% and B5 = 0:26� 0:06� 0:05% respectively,
where B1 + B3 + B5 is constrained to equal one. The inclusive one-prong branching ratio is
found to be signi�cantly lower than the 1990 Particle Data Group world average value while the
branching ratio to three charged particles is correspondingly higher. The �ve-prong branching
ratio is in agreement with the world average measurement.
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1 Introduction

This letter reports on the measurement of the inclusive branching ratios of the � lepton to

�nal states containing one, three and �ve charged particles (1, 3 and 5-prong decays). It is

based on a high statistics sample of e+e� ! �+�� events collected using the OPAL detector,

at centre-of-mass energies between 88.2 and 94.2 GeV, during the 1990 and 1991 LEP running

periods. At these energies it is possible to obtain an extremely clean sample of � decays with

minimal bias against any particular decay mode. This, combined with the good tracking and

particle identi�cation capabilities of the OPAL detector, makes possible a precise measurement

of the topological branching ratios of the � lepton.

The main interest in this measurement stems from the so-called \missing decay mode"

problem. Previous measurements of � decays [1] suggest an inconsistency between the inclu-

sive 1-prong branching ratio (86.1�0.3%) and the sum of the 1-prong exclusive branching ratios

(< 80:2 � 1:4% where theoretical constraints are used to limit poorly measured channels) [2, 3].

This discrepancy is not resolved by including recent measurements of the topological branching

ratios [4, 5, 6]. There are also discrepancies between the measurements of the inclusive branch-

ing ratios. For example, the HRS collaboration measures an inclusive 1-prong branching ratio
of 86.4�0.3�0.3% [7] while the CELLO collaboration reports a value of 84.9�0.4�0.3% [8].

2 The OPAL detector

The OPAL detector is a large general-purpose detector covering almost the entire solid angle [9].

A coordinate system is de�ned such that the z axis is along the e� beam direction and � is the
polar angle. Central tracking chambers, located in a 0.435 T solenoidal magnetic �eld, measure
the momenta of charged particles. The central detector consists of three sets of drift chambers:
a high precision vertex chamber, a large-volume jet chamber and \z-chambers" which give a
precise z measurement in the barrel region. The jet chamber is divided into 24 azimuthal

sectors each containing 159 sense wires. The measurement of the charge deposition in the

jet chamber provides particle identi�cation using dE=dx information. A barrel time-of-
ight
(TOF) counter array surrounds the coil in the region j cos �j < 0:82, which is in turn surrounded
by an electromagnetic calorimeter (ECAL) with a presampler. The ECAL consists of a barrel

part, covering the region j cos �j < 0:82, which contains 9440 lead-glass blocks pointing towards

the interaction region, and two endcaps covering the region 0:81 < j cos �j < 0:98, consisting

of 2264 lead-glass blocks parallel to the beam direction. The amount of material in front of

the ECAL in the region j cos �j < 0:7 is approximately 2X0= sin � (where X0 is one radiation
length). The magnet return yoke is instrumented with nine layers of streamer tubes which

serve as a hadron calorimeter (HCAL) and muon tracker. On the outside of the detector four
layers of (MUON) drift chambers are used for muon detection. The luminosity is measured

using small-angle Bhabha scattering with two forward detector calorimeters between 40 and
120 mrad from the beam direction.

Between the end of the 1990 run and the start of the 1991 run the original (7.8 cm radius)

beam pipe was removed and a new beam pipe and silicon microvertex detector were installed
inside the existing vertex chamber. While the microvertex detector is not used in this anal-
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ysis it did introduce some additional material. This leads to an increased number of photon

conversions within the central detector in the 1991 data, compared to the 1990 data sample.

The momentum resolution of the tracking chambers is measured to be �p=p � 6:8% for

p? = 45 GeV from e+e� ! �+�� events, where p? is the momentum transverse to the beam.

In the barrel region the ECAL gives an energy resolution of �E=E � 3% for E � 45 GeV

from e+e� ! e+e� events. The optimum dE=dx performance of the jet chamber is �dE=dx =

0:030(dE=dx) if 159 points are measured on an isolated track. For Monte Carlo studies the

OPAL detector response is simulated by a program [10] which treats in detail the detector

geometry and material as well as e�ects of detector resolutions and e�ciencies.

3 Selection of e+e� ! �
+
�
� events

The procedure used to select � pair events is very similar to that described in previous OPAL

publications [11, 12]. The distinctive signature of a � pair event is two almost back-to-back jets

of one or more charged particles, often accompanied by neutral hadrons or photons. Each jet
is accompanied by \missing energy" from the production of one or more neutrinos.

There are four main backgrounds to consider. The �rst two are e+e� ! e+e� and e+e� !
�+�� events, which can be identi�ed by the presence of two very high-momentum, back-to-back
charged particles with the full centre-of-mass energy, ECM, deposited in the electromagnetic

calorimeter for e+e� ! e+e� and with very little ECAL energy for e+e� ! �+��. Hermeticity
of the calorimeter ensures correct identi�cation of e+e� ! e+e�
 and e+e� ! �+��
 events
which have been a troublesome background for some previous experiments. A third background
to e+e� ! �+�� events comes from e+e� ! q�q (multihadronic) events. This background is
less signi�cant at LEP than at lower-energy experiments because the particle multiplicity in
e+e� ! q�q events increases with ECM, while for � decays it remains constant. Finally, a fourth

background comes from two-photon processes e+e� ! (e+e�)X where the �nal-state electron

and positron escape undetected at low angles and the systemX is misidenti�ed as a low-visible-
energy � pair event. The contribution to the background from these processes is small because
they lack the enhancement to the cross-section from the Z0 resonance and because the visible

energy of the two-photon system is in general much smaller than that from a � pair event.

Other potential backgrounds arising from cosmic rays and single-beam interactions can be

suppressed with straightforward requirements on TOF, on the location of the primary event

vertex and on event topology. The consequence of the naturally reduced backgrounds to e+e� !
�+�� at LEP is that high purity can be attained without sacri�cing selection e�ciency or

strongly biasing for or against certain � decay modes. This substantially reduces the systematic

uncertainties in the branching ratio measurements introduced by the event selection.

In selecting � pair events only \good" charged tracks and electromagnetic clusters are con-

sidered. In this analysis, a good charged track must have p? > 100 MeV, a measured jd0j<2 cm,
and a measured jz0j<75 cm, where jd0j is the distance of closest approach of the track to the

beam axis, and jz0j is the displacement along the beam axis from the nominal interaction point

at the point of closest approach to the beam. The track must also have at least 20 measured
space points (hits) in the jet chamber. In the barrel, a good ECAL cluster, which is a group
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of one or more contiguous lead-glass blocks, must have a minimum energy of 100 MeV. In the

endcap, the minimum cluster energy is 200 MeV, and the shower cluster must contain at least

two lead-glass blocks, no one of which may contribute more than 99% to the cluster's energy.

So as to minimise the bias against 1-5 and 3-3 topology events1 somewhat looser cuts are

used to eliminate multihadrons than in the general � pair selection. The number of good

charged tracks must be in the range from two to eight and the sum of the number of good

charged tracks and the number of good ECAL clusters must be less than 18. The cosmic

ray background is removed by requiring that there be at least one good charged track with

a measured jd0j < 0.5 cm and a measured jz0j < 20 cm and requiring that the magnitude of

the average z0 of all good tracks be less than 20 cm. In addition, the TOF must give a signal

consistent with that of an event originating from an e+e� collision.

For this analysis, it is convenient to treat each � decay as a jet, as de�ned in ref. [11], where

charged tracks and ECAL clusters are assigned to cones of half-angle 35�. A � pair candidate

must contain exactly two jets, each with at least one charged track and with a total track and

cluster energy exceeding 1% of the beam energy. To remove backgrounds from two-photon

processes and to remove events with energetic photon radiation, the acolinearity between the
two jets must be less than 15�, where the directions of the jets are given by the vector sums of
the momenta of the tracks and clusters. The events are restricted to the barrel region of the

detector by requiring that the average value of j cos �j for the two jets satisfy j cos �j < 0:7. This
cut is applied in order to eliminate systematic biases introduced by the more severe requirements
necessary to reject the e+e� ! e+e� background in the overlap region of the barrel and endcap
components of the electromagnetic calorimeter.

Background from e+e� ! e+e� events is eliminated by requirements on the total ECAL
energy and the weighted charged track and ECAL energy as for previous OPAL analyses [12].

Events are identi�ed as e+e� ! �+�� events by the muon pair selection described in ref. [11];
a track in each hemisphere must give a signal consistent with that for a muon in any two out
of the ECAL, HCAL or MUON subdetectors and the scalar sum of the charged track momenta
plus the energy of the most energetic ECAL cluster must be greater than 0.6ECM. Most of
the residual background from e+e� ! (e+e�)X events is rejected by requirements on the total
visible energy and the missing transverse momenta as described in ref. [12].

These selection criteria were applied to all the data collected during 1990 and 1991, where

the detector components important to the analysis were fully operational, to give a sample

of 3794 � pair candidate events for the 1990 run and 8913 events for the 1991 run. The
data were collected at centre-of-mass energies between 88.2 and 94.2 GeV, with approximately
75% collected on the peak of the Z0 resonance. From Monte Carlo studies [13] the selection

e�ciency was estimated to be 57.1�0.2%. This corresponds to an e�ciency of 92.0% within

the j cos �j < 0:7 angular acceptance. The bias introduced by the event selection cuts is given
in table 1, the errors on these bias factors are dominated by Monte Carlo statistics. The

e�ciency for selecting events with a 1-3 topology is slightly greater than that for events with a
1-1 topology because of the cuts necessary to eliminate e+e� ! e+e� and e+e� ! �+�� events.

Within the Monte Carlo statistical errors there is no signi�cant bias against events with a 3-3

or 1-5 topology.

1
An event with i charged tracks in one hemisphere and j charged tracks in the opposite hemisphere is referred

to as having an i-j topology.
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Event topology Bias factor

1-1 0.995�0.001
1-3 1.015�0.004

3-3 0.997�0.016

1-5 0.964�0.048

Table 1: The acceptance for the di�erent � pair event topologies relative to the overall � pair

acceptance.

Background Contamination(%)

e+e� ! q�q 1.0�0.3
e+e� ! e+e� 0.3�0.3

e+e� ! �+�� 0.5�0.5

e+e� ! (e+e�)X 0.1�0.1

Total 1.9�0.7

Table 2: Estimated background contaminations in the 12707 � pair candidate events. The
errors include both statistical and systematic uncertainties.

Monte Carlo studies of e+e� ! e+e� [14], e+e� ! �+�� [13], e+e� ! q�q [15] and e+e� !
(e+e�)X [16] events give the residual backgrounds shown in table 2. The total background is
found to be 1.9�0.7% of the total number of events. The main contribution to the systematic
uncertainty on the background to events with a 1-1 topology is from muon pair events which
are not eliminated by the total energy requirement. The size of this e�ect is estimated from

detailed comparisons of muon pair events with Monte Carlo. For events with topologies other
than 1-1 the background is predominantly frommultihadrons. In this case an overall systematic
uncertainty is obtained by using an algorithm which tags candidate � pair events using only one
hemisphere of the event, for events which are identi�ed as multihadrons from the properties of
the opposite hemisphere. Assuming that the two hemispheres of the event correspond to two
jets which fragment independently, a comparison of the background estimates from the data

and the Monte Carlo is used to derive a systematic uncertainty of �25% on the background

from multihadrons.

The 11262 events for which the forward detector was fully operational correspond to a
total integrated luminosity of 17.4 pb�1. From the estimated acceptance and the measured

integrated luminosity [11] and standard model � pair cross-section at each energy point [13],

totals of 3730 � pair events for the 1990 run and 7307 � pair events for the 1991 run are

predicted. These predictions are in good agreement with the measured numbers of events after

background subtraction (3712 events for the 1990 run and 7336 events for the 1991 run).
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4 Measurement of the � branching ratios

In this analysis the � topological branching ratios are measured using an unfolding technique.

The migration of events from one topology to another caused by tracking ine�ciencies, photon

conversions and K0
S decays are taken into account using the Monte Carlo simulation of the de-

tector [10]. The inclusive 1, 3 and 5-prong branching ratios are determined from a simultaneous

�t to the numbers of events with each measured topology. The additional requirements used to

minimise the e�ects of tracking ine�ciencies and the method used to identify tracks originating

from photon conversions are described below.

4.1 Track reconstruction e�ects

Tracks may either be lost or split because of the e�ects of the track reconstruction. In particular,

tracks may be lost in 3-prong or 5-prong � decays where two of the particles are produced with

trajectories which overlap within the two hit resolution of the jet chamber, or tracks may be
split close to the anode and cathode planes of the jet chamber.

The measured number of jet chamber hits per track for 1, 2, 3 and >3-prong decays is
compared with the Monte Carlo prediction in �gure 1. For a straight, isolated track, in the

barrel region of the detector, a maximum of 159 points can be measured. For jets with more
than one associated track the measured number of hits per track may be reduced where two
tracks overlap, this e�ect is well described by the Monte Carlo. For jets with only one associated
track, a small excess in the number of tracks with less than 50 hits in the data over the Monte
Carlo prediction is visible. Detailed studies show that this e�ect corresponds to additional split

tracks in the data, where part of the track is lost and so the measured number of hits is reduced.
Most of these split tracks occur close to the anode and cathode planes of the jet chamber.

For the multiplicity measurement, good charged tracks must have at least 50 jet chamber

hits and a momentum greater than 250 MeV (to ensure good electron identi�cation using
dE=dx). In 0.14�0.03% of the � candidates all the charged tracks associated to the jet are
eliminated by these cuts (compared to the Monte Carlo prediction of 0.09�0.01%), in this case

the multiplicity is assigned to be one.

4.2 Identi�cation of photon conversions

Secondary tracks are produced in the detector from photon conversions and hadronic interac-
tions. Approximately 80% of these are electrons or positrons from photon conversions, where

the photons are produced from electromagnetic �0 decays. Secondary electrons are identi�ed

using either the dE=dx measurement alone (which gives a high electron identi�cation e�ciency
at low momenta, but a reduced e�ciency for high momentum electrons because of the poorer

e � � separation at high momenta) or a selection which combines looser dE=dx requirements
with the reconstruction of secondary vertices in the central detector (which has an e�ciency

which is relatively independent of momentum).
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The dE=dx based electron identi�cation uses the di�erence between the measured dE=dx

and the expected dE=dx for a pion, (dE=dx)�, normalised to the error on the dE=dx measure-

ment, �dE=dx:

�E� =
dE=dx � (dE=dx)�

�dE=dx

:

The quantity (dE=dx)� is obtained from a parameterization of the dE=dx distribution as a

function of momentum in the � pair data from tracks which are classi�ed as either electrons,

muons or pions using criteria similar to those used in the exclusive branching ratio measurement

[12] and which are independent of the dE=dx measurement. This parameterization is also used

for the dE=dx simulation in the Monte Carlo. In addition to the track quality cuts described

above, for the dE=dx measurement to be used, the number of samples, n
dE=dx
h , must satisfy

n
dE=dx
h � 20. The dE=dx resolution is measured to be

�dE=dx = �min

 
159

n
dE=dx
h

!0:43 
dE

dx

!

where �min = 0:033 for the 1990 data and �min = 0:034 for the 1991 data. �E� is plotted in
di�erent momentum regions in �gure 2. A track is classi�ed as an electron if �E� > 2:5.

The second means of identifying photon conversions considers all pairs of oppositely charged
tracks, both with �Ee > �2, where

�Ee =
dE=dx� (dE=dx)e

�dE=dx

and (dE=dx)e is the expected dE=dx for an electron. At the point of closest approach in the xy
plane, where the tangents of the two tracks are parallel, the tracks must have a separation of
less than 0.3 cm in xy and 50 cm in z, the cosine of the opening angle between the two tracks
must be greater than 0.99 and the cosine of the angle between the vector sum of the momenta
of the tracks and the position vector from the origin to the secondary vertex must be greater

than 0.996. In addition, the distance from the beam axis to the secondary vertex, rconv , must

satisfy 3 < rconv < 200 cm, the distance from the beam axis to the �rst hit on either track must
be greater than rconv � 20 cm and the reconstructed photon invariant mass must be less than
0.2 GeV. The radial distribution of identi�ed conversions in data and Monte Carlo for both the

1990 and 1991 detector con�gurations are shown in �gure 3. The excess in the data compared

to the Monte Carlo prediction at rconv = 25 cm is caused by material known to be missing from
the Monte Carlo simulation used for this analysis.

The e�ciency for rejecting conversion electrons and the loss of incorrectly identi�ed pions,
as estimated from the Monte Carlo are given in table 3. By identifying electrons using either

of the two criteria it is possible to obtain an overall e�ciency of order 90% with a minimal loss
of pion tracks from 3-prong or 5-prong � decays.

A control sample of 781 visually scanned e+e� ! e+e�
 and e+e� ! �+��
 events, where
the radiated photon converts within the central detector to give an e+e� pair, provides an

independent check on the e�ciency for tagging photon conversions. The measured e�ciency

is compared with the Monte Carlo prediction in table 4. Combining the e�ciency from events

with one additional track with that from events with two additional tracks, both of which are
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conversion electron pion misidenti�cation

identi�cation e�ciency(%) probability(%)

dE=dx cuts 82�1 0.23�0.01

vertex cuts 67�1 0.23�0.01

dE=dx or vertex cuts 89�1 0.46�0.02

Table 3: The e�ciency for identifying electrons from photon conversions and loss of pions from

� decays using criteria based on either dE=dx alone, geometrical cuts based on reconstructing

secondary vertices or either of the two selections, as estimated from Monte Carlo.

number of conversion �nding e�ciency (%)

conversion tracks (a) dE=dx cuts (b) vertex cuts (a) or (b)

data
1

2

86�5

55�4

53�4

60�4

89�5

70�4
g 76�3

Monte

Carlo

1

2

77�4

64�3

53�3

73�4

82�4

81�4
g 81�3

Table 4: Comparison of the e�ciency for identifying conversion electrons using a control sample
of e+e� ! e+e�
 ! e+e�e+e� and e+e� ! �+��
 ! �+��e+e� events, with predictions from

Monte Carlo.

identi�ed as electrons, where these contributions are weighted as in � pair events, gives a dis-
crepancy between data and Monte Carlo of 5�4%. From this a conservative overall systematic

uncertainty of �10% is assigned to the e�ciency for identifying conversion electrons.

The corrected track multiplicity is obtained by subtracting the number of identi�ed electrons
from the number of \good" tracks associated to each jet. Since genuine primary electrons
may be produced from � ! e��� decays and in order to minimise the e�ciency loss for 3
or 5-prong decays where one pion is incorrectly identi�ed as an electron, the corrected track

multiplicity is increased by one if the result after subtraction is an even number (assuming

one or more electrons have been found). Since the probability of misidentifying two pions as
electrons is small, this is not a signi�cant source of systematic uncertainty on the branching

ratio measurement.

4.3 Unfolding the topological branching ratios

The � lepton must decay to an odd number of charged particles, where the branching ratios

to higher charged multiplicities are heavily suppressed; the 5-prong branching ratio is of order
0.1%, while the upper limit on the 7-prong branching ratio is B7 < 0:019% [1]. In practice,
however, the measured charged track multiplicity distribution is distorted by errors in the track

reconstruction and by secondary tracks produced in the detector from photon conversions and

hadronic interactions. To unfold the \true" number of � decays to 1, 3 and 5-prongs, e�ciencies

and cross-contaminations between the di�erent event topologies obtained from Monte Carlo

simulation are used. Four possible true event topologies are considered here: 1-1, 1-3, 3-3 and

10



1990 data 1991 data

i� j nij nB
ij n

fit
ij nij nB

ij n
fit
ij

1� 1 2663 34:2� 22:8 2618:3 � 19:2 � 7:4 6094 80:2 � 53:5 5994:9 � 30:5� 23:9
1� 2 65 1:0 � 0:7 55:8 � 2:8� 9:2 144 2:3 � 1:6 166:3 � 5:2� 28:2

1� 3 901 1:5 � 0:9 927:5 � 11:4 � 10:7 2247 3:5 � 2:0 2248:3 � 19:6� 34:3

1� 4 12 4:4 � 1:5 8:5 � 1:2� 1:0 41 10:4 � 3:5 28:4 � 2:3 � 3:4
1� 5 22 3:5 � 1:3 18:2 � 2:0� 1:1 66 8:1 � 3:1 58:3 � 3:7 � 3:8

2� 2 2 2:5 � 1:1 0:1 � 0:1� 0:0 3 5:8 � 2:6 0:7 � 0:3 � 0:0
2� 3 19 2:0 � 1:0 8:4 � 1:1� 1:2 36 4:6 � 2:3 28:8 � 2:3 � 4:9

3� 3 98 5:9 � 1:7 81:7 � 3:3� 1:6 223 13:9 � 4:0 204:8 � 6:1 � 5:7

Total 3782 54:8� 23:0 3718:4 � 22:9 � 16:1 8854 128:8 � 54:0 8730:5 � 37:4� 51:2

Table 5: The measured number of events with each topology, nij, the estimated distribution

for the background, nB
ij, and the predicted number of events in each topology from the Monte

Carlo using the �tted branching ratios, nfit
ij =

P
kl �kl!ijfklNkl.

1-5. The corrected number of events in each class, Nkl, is related to the measured number of
events with an i-j topology, nij , by

nij � nB
ij =

X
kl

�kl!ijfklNkl

where nB
ij is the estimated non-� background, fkl is the bias introduced by the event selection

and �kl!ij is the probability of a � pair event with a \true" k-l topology resulting in a measured
i-j topology. The inclusive branching ratios, B1, B3 and B5, are then given by

Nkl = (2� �kl)BkBlNtot

where Ntot is the total number of � pair events. The branching ratios are obtained from a
simultaneous �t to the numbers of events with the topologies listed in table 5. Of the 71
events eliminated by restricting the �t to these topologies � 58 correspond to background from

e+e� ! q�q events. This method has the advantage that it is independent of the integrated

luminosity measurement and the overall e�ciency of the � pair selection and so gives a smaller

systematic error on the branching ratio measurement than if the absolute number of events in
each topology were used.

The �matrix which describes the e�ciency and cross-contamination between decay modes is

given in table 6. The additional material introduced with the microvertex detector necessitates
treating the 1990 and 1991 data separately. The most important contributions to the o�-

diagonal elements of the � matrix are from the track reconstruction and from secondary tracks
produced in the detector, as described below:

� The merging of overlapping tracks is the dominant contribution to �13!11, �13!12, �15!13,

�15!14, �33!13 and �33!23. Comparing the number of events with a 1-2 topology between
data and Monte Carlo (over 60% of which have a \true" 1-3 topology) reveals an excess

of 17�9% in the Monte Carlo. From this a conservative systematic error of �25% is
assigned to these elements of the � matrix.
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�kl!ij(%) 1990 detector

ij kl = 1�1 kl = 1�3 kl = 1�5 kl = 3�3

1�1 97:72 � 0:72 � 0:27 0:31 � 0:07� 0:08 < 1:9 < 0:2
1�2 0:83 � 0:07 � 0:14 3:53 � 0:23� 0:88 < 1:9 < 0:2

1�3 1:39 � 0:09 � 0:24 93:61 � 1:18 � 0:91 5:7� 3:3 � 1:4 0:3� 0:2� 0:1

1�4 < 0:1 0:58 � 0:09� 0:09 17:1 � 5:7 � 4:3 < 0:2
1�5 < 0:1 0:63 � 0:10� 0:09 76:9� 12:1 � 4:5 < 0:2

2�2 < 0:1 < 0:1 < 1:9 < 0:2

2�3 < 0:1 0:41 � 0:08� 0:06 < 1:9 5:2� 0:9� 1:3
3�3 < 0:1 0:81 � 0:11� 0:12 < 1:9 92:4� 4:0 � 1:3

�kl!ij(%) 1991 detector

ij kl = 1�1 kl = 1�3 kl = 1�5 kl = 3�3

1�1 96:82 � 0:49 � 0:38 0:38 � 0:05� 0:10 < 0:8 < 0:1
1�2 1:00 � 0:05 � 0:17 4:52 � 0:18� 1:13 < 0:8 < 0:1

1�3 2:03 � 0:07 � 0:34 91:68 � 0:82 � 1:16 2:3� 1:4 � 0:6 1:0� 0:3� 0:2
1�4 < 0:1 0:89 � 0:08� 0:13 14:1 � 3:3 � 3:5 < 0:1

1�5 < 0:1 1:04 � 0:09� 0:16 82:0 � 8:0 � 3:6 < 0:1
2�2 < 0:1 < 0:1 < 0:8 < 0:1

2�3 < 0:1 0:41 � 0:06� 0:06 < 0:8 8:9� 0:9� 2:2
3�3 < 0:1 0:92 � 0:08� 0:14 < 0:8 87:1� 2:8 � 2:2

Table 6: The e�ciency and cross-contamination between decay modes, �kl!ij, estimated from
Monte Carlo studies for the 1990 and the 1991 detector con�guration. The �rst error is from
Monte Carlo statistics, while the second error is from systematic studies described in the text.

� Secondary tracks from photon conversions and hadronic interactions are the dominant
contribution to �11!12, �11!13, �13!23, �13!33, �13!14 and �13!15. Three potential sources
of systematic error on these quantities are considered. Firstly, the discrepancy shown in
�gure 3 was investigated by generating additional Monte Carlo events with a corrected
material distribution and re-evaluating the � matrix. This gives a systematic error on
these quantities of �13%. Secondly, the e�ect of the systematic error on the e�ciency for

identifying photon conversions was estimated by varying the conversion �nding e�ciency

in the Monte Carlo by �10%. This leads to an additional �7% systematic uncertainty on
these elements of the � matrix. Finally, if the number of �0s per � decay is not correctly
modelled by the Monte Carlo this may bias the result. The main source of uncertainty is

the relatively poorly measured � ! ��3�0� branching fraction. Varying this between 0

and 5% gives an additional systematic error of �9% on �11!12 and �11!13.

� There is also a contribution to �11!12 and �11!13 from � ! K�� decays, where the K�

decays via a K0
S which subsequently decays as K0

S ! �+��. Since the branching ratio
for this process is small (�0.5%) this does not contribute signi�cantly to the systematic

error.

The measured number of events and the expected non-� background for each topology are
given in table 5. The backgrounds from e+e� ! e+e�, e+e� ! �+�� and e+e� ! (e+e�)X

events nearly all have a 1-1 topology, while the multiplicity distribution for the multihadronic
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�B1(%) �B3(%) �B5(%)

non-� background �0.14 �0.13 �0.035
track reconstruction �0.12 �0.12 �0.012


 conversions �0.10 �0.10 �0.027

event selection �0.10 �0.10 {

Total �0.23 �0.22 �0.046

Table 7: Systematic errors on the measurement of B1, B3 and B5 as a fraction of the total

number of � decays, for the combined measurement from both 1990 and 1991 data.

background is taken from the Monte Carlo prediction. The error on the e+e� ! e+e�, e+e� !

�+�� and e+e� ! (e+e�)X backgrounds includes both Monte Carlo statistical and systematic

errors. The error on the multihadron background is fromMonte Carlo statistics only, the overall

systematic scale uncertainty is considered below.

A �2 �t to the 1990 data with B1+B3+B5 constrained to equal one and with any two out
of B1, B3 and B5 as free parameters, gives B1 = 85:10�0:48�0:17%, B3 = 14:67�0:47�0:16%
and B5 = 0:23 � 0:10 � 0:04% with a �2 of 5.6 for �ve degrees of freedom. A �t to the 1991

data gives B1 = 84:22� 0:32� 0:20%, B3 = 15:51� 0:32� 0:20% and B5 = 0:27� 0:08� 0:04%
with a �2 of 2.1 for �ve degrees of freedom. Here, the �rst error is the combined statistical
error from the data and the � pair Monte Carlo and the second error is from the error on the
non-� background and the systematic errors on the � matrix. The Monte Carlo prediction for
the number of events in each bin using the �tted branching ratios is given in table 5. The

agreement between data and Monte Carlo is good.

There are two further sources of systematic error to be considered. Scaling the hadronic
background by �25% and re-applying the �t gives an estimate of the uncertainty introduced
by the systematic error on the level of the multihadronic background. This gives a contribution
to the systematic error on B1, B3 and B5 (as a fraction of the total number of � decays) of

�0.07%, �0.05% and �0.023% respectively. The dominant source of systematic error from the
event selection is from the cut on the mean jet j cos �j which is used to de�ne the angular accep-

tance. Varying this cut between 0.65 and 0.75 and repeating the analysis gives an additional
contribution to the systematic error on B1 and B3 of 0.1% of the number of � decays. The

cuts used to identify muon pair events were varied to estimate the e�ect on the branching ratio

measurement of the systematic errors on the bias factors quoted in table 1. The contribution
to the overall systematic error from this source is negligible.

The sources of systematic error on the measurement of B1, B3 and B5 are summarised in

table 7. Varying the number of jet chamber hits required for a \good" track between 30 and 80

and repeating the analysis provides an additional check on the systematic error introduced by
the track reconstruction. This gives a variation in the �tted branching ratios consistent with

the systematic error quoted in table 7.
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5 Summary and discussion

The inclusive branching ratios of the � lepton to one, three and �ve charged particle �nal states

are measured to be B1 = 84:48 � 0:27(stat) � 0:23(sys)%, B3 = 15:26 � 0:26 � 0:22% and

B5 = 0:26 � 0:06 � 0:05% respectively. These measurements have been obtained from a �t

where B1+B3+B5 is constrained to equal one. The correlations between the �tted branching

ratios are given by the matrix

� =

0
B@ 1:0 �0:97 �0:15

�0:97 1:0 �0:07

�0:15 �0:07 1:0

1
CA :

While the measurements of B1 and B3 are highly correlated, the measurement of B5 is relatively

independent of B1 and B3.

The measured 5-prong branching ratio is in agreement with the 1990 Particle Data Group

world average [1]. However, the measured 1-prong branching ratio is lower than the world

average by more than three standard deviations while the 3-prong branching fraction is corre-
spondingly higher than the average value. This con�rms the results obtained by the CELLO

collaboration [8] which also gave a 1-prong branching ratio which was signi�cantly smaller than
previous measurements. It is also in agreement with the results obtained by other LEP experi-
ments [4]. While this is not su�cient by itself to resolve the \missing decay mode" problem it
does go some way towards reducing the size of the e�ect.
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FIGURE 1: The number of jet chamber hits per track, nh, is plotted for jets with a) one, b)

two, c) three and d) more than three associated charged tracks. The points correspond to the

data while the histogram shows the Monte Carlo prediction. The requirement that nh � 50 for

\good" charged tracks is shown.
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FIGURE 2: Distributions of the di�erence between track energy loss dE=dx and the expected

energy loss for an pion, �E�, for tracks with 20 or more jet chamber hits used in the dE=dx

measurement and momentum a) between 0.25 and 2 GeV, b) between 2 and 5 GeV, c) between

5 and 10 GeV and d) above 10 GeV. The points with error bars represent the data while the
open histogram shows the Monte Carlo prediction for electrons, muons and pions normalised

to the number of � pair events after background subtraction. The cut at �E� > 2:5 used to

identify electrons is shown.
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FIGURE 3: The distance from the beam axis for reconstructed photon conversions for data
taken a) in 1990 and b) in 1991. The points represent the data while the open histogram
shows the Monte Carlo prediction normalised to the number of � pair events after background

subtraction.
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