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ABSTRACT

Differential cross-section measurements of the inclusive production of isolated prompt

photons in proton-proton collisions at a centre-of-mass energy
√
s = 8 TeV are

presented. The measurements cover the pseudorapidity regions |η| < 1.37 and 1.56 ≤

|η| < 2.37 in the photon transverse energy range 25 GeV < Eγ
T < 1500 GeV. Results

are based on a data sample corresponding to an integrated luminosity of 20.2 fb−1,

collected with the ATLAS detector at the Large Hadron Collider in 2012. Photon

candidates are identified by combining information from the ATLAS calorimeters

and inner tracker. The signal yield is measured using a data-driven technique. The

measured differential cross-section values are compared to leading order and next-

to-leading order perturbative QCD calculations and found to be in good agreement

over ten orders of magnitude.
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ABRÉGÉ

Des mesures de la section efficace différentielle de la production inclusive de photons

prompts et isolés dans des collisions proton-proton à une énergie de centre de masse

de
√
s = 8 TeV sont présentées. Les mesures recouvrent les régions de pseudorapidité

|η| < 1.37 et 1.56 ≤ |η| < 2.37 pour des valeurs d’énergie transverse comprises dans

l’intervalle 25 GeV < Eγ
T < 1500 GeV. Les résultats sont basés sur des données

correspondant à une luminosité intégrée de 20.2 fb−1, recueillies avec le détecteur

ATLAS au Large Hadron Collider en 2012. De potentiels photons sont identifiés en

combinant l’information des calorimètres et du trajectographe interne d’ATLAS. La

quantification du signal est obtenue en utilisant des techniques s’appuyant sur les

données elles-mêmes. Les valeurs mesurées des sections efficaces différentielles sont

en accord avec un calcul perturbatif de bas ordre de la théorie QCD, ainsi que les

predictions obtenues à l’ordre suivant, sur plus de dix ordres de grandeur.
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CHAPTER 1
Introduction

The extensive range of proton-proton collision energies provided by the Large Hadron

Collider (LHC) presents particle physicists with a special opportunity to further

validate and extend our understanding of nature. The work presented in this thesis

consists of the most precise measurement of the production rate of photons in proton-

proton collisions. The measurement is used to test predictions of the Standard Model

(SM) of particle physics. A brief summary of the SM is given in the next section of

this chapter followed by an overview of the analysis.

1.1 The Standard Model

The Standard Model (SM [1])1 of particle physics describes the interactions between

point-like, elementary particles; that is, particles having no substructure. These

particles are specified by their charges2 , spin3 , and mass. Particles that make up

ordinary matter are spin 1/2 fermions.

1 The SM is a gauge invariant relativistic quantum field theory based on a SU(3)
× SU(2) × U(1) local gauge symmetry.

2 A charge is a quantum number associated with a fundamental force. For example,
the electric charge for electromagnetic interactions.

3 Spin refers to the intrinsic angular momentum carried by particles as another
quantum number.
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The twelve different types of fermions in the SM can be grouped into three genera-

tions (see Table 1–1), based on increasing fermion masses. The fermions within each

generation are further classified as either leptons or quarks, the difference being that

quarks are the only fermions interacting via the strong force. Furthermore, for each

of these twelve types of fermions, a corresponding antiparticle exists, characterized

by the exact same mass but opposite charges. For example, the antiparticle associ-

ated with the electron is the positron. The positron has a positive electromagnetic

charge as opposed to the electron’s negative charge. Throughout the thesis both

particle and antiparticle states are implied when referring to fermions.

Generation
I II III Interaction

Quarks
u s t

electromagnetic, weak, strong
d c b

Leptons
e µ τ electromagnetic, weak
νe νµ ντ weak

Table 1–1: Summary of the different types of elementary fermions in the Standard
Model and the forces through which they can interact. Each symbol represents a
different type of fermion. The three generations arrange the fermions based on their
difference in mass.

Interactions between fermions are described in the SM by the theory of the elec-

tromagnetic and weak force (electroweak theory) and the theory of the strong force

(quantum chromodynamics) [2]. The forces are mediated through force-carrying

spin-1 bosons. The photon (γ) is the carrier of the electromagnetic force. The me-

diator of the strong force is the gluon (g) and the W± and Z0 are the force carriers
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of the weak force4 . Table 1–2 shows the mass5 of these mediating particles and

the relative strength of each force. Based on the energy dependence of the coupling

strength of each force it is important to mention that the quoted values of the relative

strength are based on interaction energies of a few GeV.

Interaction Particle mass [GeV] Relative Strength

Electromagnetic γ 0 1
137

Weak W±, Z0 80, 91 [3] 10−6

Strong g 0 1

Table 1–2: Standard Model spin 1 gauge bosons.

1.2 Analysis Overview

The probability of producing at least one photon in high-energy proton-proton col-

lisions is described by a quantity called cross-section. The inclusive isolated photon

cross-section presented in this thesis is measured by counting the number of proton-

proton collisions that resulted in the production of at least one photon. In addition,

the number of photon events6 is corrected for photon selection efficiencies and detec-

tor effects specific to the ATLAS detector. A large variety of sources of uncertainty

are studied and included in the final cross-section results.

4 The fourth known force of nature, gravity, is not described by the SM

5 Throughout the thesis natural units, where c = 1, are used.

6 An event refers to a proton-proton collision and its results.
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The cross-section measurement is split into four regions of pseudorapidity7 and mea-

sured as a function of transverse photon energy (Eγ
T) of up to 1500 GeV. The benefit

of dividing this measurement into pseudorapidity regions is to probe different values

of momentum transfer in proton-proton collisions.

Previous studies of prompt photon production were performed based on proton-

proton collisions at the ISR [4](CERN) in 1978, and then followed up by measure-

ments performed at subsequent particle colliders. This includes prompt photon pro-

duction measurements at HERA [5]8 in electron-proton collisions, as well as the

Tevatron [6, 7] based on proton-antiproton collisions at a centre-of-mass energy of

√
s = 1.96 TeV . The most recent measurements of the inclusive prompt photon

production cross-section have been made by the CMS [8] and ATLAS [9–11] collab-

orations at the LHC, based on proton-proton collisions at a centre-of-mass energy of

√
s = 7 TeV.

The measurement presented in this thesis is based on proton-proton collisions at

a centre-of-mass energy of
√
s = 8 TeV of the ATLAS collaboration. The photon

production cross-section is measured for the first time at transverse photon energies

beyond 1 TeV. In addition, the low Eγ
T region (Eγ

T = 25 GeV) is explored, providing

7 Pseudorapidity (η) is commonly used in high energy physics, since the particle
flux resulting from inelastic collisions remains approximately constant in units of η.
It is defined as: η = − ln

(
tan
(
θ
2

))
(η = 0 for θ = 90◦ and η = ∞ for θ = 0◦, where

θ represents the polar angle).

8 An overview of prompt photon production measurements is given in this refer-
ence.
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further insight into the poorly understood theoretical description of photons frag-

menting (originating) off of a parton from the main interaction. The measurement

presented not only revisits this region with increased statistics and precision, but

is also able to push into phase space regions that were previously not accessible.

The large reach in Eγ
T also results in a continuous precision measurement of the

cross-section over ten orders in magnitude and provides a baseline for a variety of

measurements, including photons either as signal or background. Another impact

of this analysis concerns the Parton Distribution Function (PDF) of the colliding

protons. In particular, due to the high probability of photon production from gluon-

quark interactions at the LHC, the measurement of the photon cross-section can

impact the understanding and extrapolation of the gluon PDF since it is a direct

probe of the hard interactions.

The thesis is structured as follows: Chapter 2 presents an overview of the theoretical

background related to the measurement presented in this thesis. Chapter 3 describes

the experimental environment, from the location of the experiment to the specifics

of the simulated and recorded data. A detailed explanation of the event and photon

selection is then provided in Chapter 4. In Chapter 5, the signal efficiency and

background subtraction method are introduced. The unfolding procedure used to

remove detector effects from the measuring device (the ATLAS detector) is laid out in

Chapter 6. The relevant uncertainties to the cross-section measurement are explained

in Chapter 7. The final cross-section and comparisons to theoretical predictions, as

well as previous results, are presented in Chapter 8. The conclusion and outlook are

provided in Chapter 9.
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CHAPTER 2
Theory

The relevant theoretical concepts beyond the general introduction of the Standard

Model (SM) will be presented in this chapter. On the grounds that proton-proton

collisions are the starting point of this measurement, the theoretical description of

the proton and its constituents is of essential importance and will be the focus of

the first section in this chapter. Following this, details of the photon production

mechanism and its implication for the cross-section measurement presented in this

thesis will be discussed.

2.1 The Proton and its Content

In 1917 Ernest Rutherford discovered that the atom was made out of a central

positively charge nucleus [12]. In his experiment Rutherford studied the scattering

angles of α-particles projected onto a thin gold foil. Based on his results, Rutherford

constructed a new model of the atom. In his new model, the atom is described as

being made up of a positively charged nucleus in its centre surrounded by a “cloud”

of negatively charged particles later identified as being electrons. Following the

discovery of the neutron in 1932 by James Chadwick [13] the nucleus was understood

as being made up of protons and neutrons. In the late 1960’s results of high energy

electrons scattering off protons (deep inelastic scattering) at the Stanford Linear

Accelerator Centre [14] suggested that the proton itself has a substructure and is
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not a fundamental particle. The results were theoretically explained by the Parton

Model introduced by Feynman [15] and Bjorken [16]. This model describes the

proton consisting of loosely bound point-like particles and reduced the deep inelastic

scattering with protons to an elastic scattering off a parton within the proton.

Today we know that these partons are the quarks and gluons of the SM, which make

up the protons and neutrons. The theoretical description of quarks as loosely bound

point-like particles within the theoretical framework of Quantum Chromo Dynamics

(QCD) is achieved by introducing the hypotheses of asymptotic freedom and colour

confinement [17]. Asymptotic freedom refers to the decreasing strength of the strong

force (αs) with decreasing distance between two partons. Conversely, the strength

of the strong force is assumed to increase with increasing distance. The result is

that quarks cannot be separated and therefore cannot be observed as single particles

outside bound states consisting of multiple quarks. These bound states are generally

and throughout this thesis referred to as hadrons (e.g. protons, neutrons, pions,

etc.). The assumption of colour confinement is that all bound states in nature have

to be neutrally charged with respect to the charge of the strong force called “colour”.

With the underlying assumption of asymptotic freedom and colour confinement, the

Parton Model used to describe the deep inelastic scattering experiments could now

be understood as a perturbative expansion of QCD in orders of αs.

A visual representation of the perturbative expansion, often used in the calculation

of physical observables in quantum field theories, such as QCD, has been developed

by Richard Feynman and is referred to as Feynman diagrams [18,19]. The particles

in these diagrams are represented by lines and interaction points, as vertices. The
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probability for an interaction to occur is proportional to the coupling strength of the

force involved i.e. the interaction point can be an electromagnetic, weak or strong

force vertex.

In summary, a proton is not a fundamental particle (without substructure). The

proton is to first order made up of three so called “valence” quarks (two ups and one

down quark). The term valence quarks is used because they are the fundamental

particles that describe/carry the main properties of the proton i.e. electromagnetic

charge, spin and momentum of the proton.

2.1.1 Parton Distribution Functions

A proton is a dynamic bound state. Although the three valence quarks within a

proton behave as if they are very loosely bound with each other, these quarks con-

tinuously emit and absorb gluon radiation. Gluons may also split spontaneously

into quark-antiquark pairs which can annihilate back into gluons. Therefore, the

valence quarks of a proton may be thought of as “bathing” inside a sea of quarks

and gluons. Interactions, inside the proton, between the proton constituents mostly

involve small momentum transfers, which corresponds to large values of the cou-

pling strength of the strong force. Therefore, these interactions between the proton

constituents cannot be calculated using perturbative QCD. The internal dynamics

of the proton’s constituents are empirically modelled by Parton Distribution Func-

tions (PDFs). These PDFs describe the probability of an incident particle to strike

a parton inside the proton carrying a fraction x of the total proton momentum at

a particular energy-momentum transfer value of Q2. These PDFs are extracted
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from a large number of experimental measurements of rates of different reactions

involving a proton [20]. The Q2 dependence of the PDFs is described using the

Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations [21–23]. PDF mea-

surements obtained at a fixed value of Q2 can be extrapolated to different Q2 values

using these equations. An example of PDFs extracted by the HERAPDF collabo-

ration [24] using measurements obtained by the H1 [25] and ZEUS [26] experiments

is shown in Figure 2–1. The PDFs are shown as function of the proton momentum

fraction x at a fixed momentum transfer value of Q2 = 10 GeV. It can be seen that,

at large value of x, the three valence quarks each carry nearly 1/3 of the total proton

momentum. The probability distribution function of up-type quark has a maximum

value of approximately 0.6 corresponding to the two valence up quarks, and the

probability distribution function of down-type quark has a value of 0.3 correspond-

ing to the one valence down quark in a proton. Sea quarks and gluons make up the

remaining fraction of the total proton momentum. For small values of x (< 10−2)

the probability to strike a gluon within a proton dominates by at least a factor of

two compared to the probability of striking a quark.

9



Figure 2–1: Probability distribution functions of different types of partons in the
proton multiplied by the proton momentum fraction x, as function of x, at a Q2 =
10 GeV [24]. The symbols uv, dv, S and g represent the distribution functions for
the valence up quark, valence down quark, sea quarks and gluons respectively. The
gluon and sea quark contributions are scaled down by a factor of 20. The total
uncertainties are overlaid as a band.

10



2.2 Photon Production in Proton-Proton Collisions

In proton-proton collisions, photons can either be produced directly in the hard

scattering of two partons (prompt) or come from other origins (non-prompt) such as

light mesons1 decaying into photons

Examples of Feynman diagrams describing the production of prompt photons are

shown in Figure 2–2. The prompt photon production is hereby further classified

into direct photons and fragmentation photons. As shown in Figure 2–2, the direct

contribution represents the photon production processes where the photon originated

“directly” from the 2→ 2 parton scattering. The fragmentation contribution consists

of processes where the final state photon originated from the fragmentation2 of a

final-state parton. At LO the fragmentation process, indicated by the “blob” in

Figure 2–2, is included as part of the parton shower (see Section 2.3). The parton

shower ensures that color and charge is conserved via soft parton emissions.

In the perturbative QCD expansion describing the photon production, Feynman

diagrams depicting reactions with the highest probabilities of occurring are called

leading order (LO) diagrams. Diagrams involving one more interaction vertex than

1 Mesons are a subgroup of hadrons. They consist of a quark-antiquark bound
state.

2 The fragmentation of a parton into a photon corresponds to the situation where
the photon momentum is collinear to the momentum of the parton. There are differ-
ent methods used to deal with the singularity arising from this particular kinematic
configuration, including the introduction of a fragmentation function.
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Figure 2–2: Examples of Feynman diagrams of the prompt photon production at
the LHC. Diagrams (a) and (b) show examples of the direct, and (c) and (d) of the
fragmentation, contributions. On these Feynman diagrams the time axis runs from
left to right.
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Figure 2–3: Examples of next-to-leading order (NLO) Feynman diagrams of prompt
photon production at the LHC.

LO are called next-to-leading order (NLO) diagrams and have a correspondingly

smaller probability of occurrence. Examples of NLO diagrams for the production of

prompt photons are presented in Figure 2–3.

The probability for a specific type of interaction to occur is expressed in terms of

the cross-section of a process, expressed in units of barn3 . The photon production

cross-section of two incoming partons of a specific type can be calculated using

perturbative QCD. The prompt photon production cross-section in proton-proton

collisions is obtained by convoluting all the possible parton-level cross-sections with

the proton PDFs.

σAB→γ+X =
∑
i,j

∫ ∫
dxaifai/A(xai , µ

2
F )dxbjfbj/B(xbj , µ

2
F )σaibj→γ+X(µ2

F , µ
2
R), (2.1)

3 A barn is defined as 10−28 m2 which corresponds to approximately the cross-
sectional area of a uranium nucleus.
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where A and B represents the incoming protons, each consisting of partons ai and

bj. The symbols fai/A and fbi/B represent the two PDFs of the colliding protons.

The symbol σaibj→γ+X represents the scattering probability of two partons into a

photon (γ) and “anything” else (X). The symbol µF represents the factorization

scale (units of energy) and reflects the energy boundary between the perturbative

and non-perturbative regime. The non-perturbative contribution (i.e. proton PDFs),

as already introduced, can be extracted from experimental measurements at fixed Q2

and evolved to other energy regimes using the DGLAP equations. The parameter µR

has no physical meaning but is needed to renormalize the calculations of perturbative

QCD [19]. Renormalization is a commonly used theoretical concept to treat infinities

arising within the calculations and has been tested in quantum electrodynamics [27].

2.3 Parton Shower and Hadronization

As a result of asymptotic freedom and colour confinement the final state gluons and

quarks, of the hard scattering of protons, have to be further evolved into hadrons in

order to become measurable physical objects and ensure colour and energy conser-

vation. In essence the conservation is achieved by a cascade-like emission of gluons

and quarks, of lower and lower energies; a phenomena called the parton shower.

The partons produced in this parton shower then form hadrons in a process called

hadronization. The dynamics of the parton shower and hadronization processes,

as they involve long range non-perturbative QCD, can be combined into empirical

fragmentation functions that can be experimentally measured. These fragmenta-

tion functions are proportional to the probabilities of producing a hadron from a
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given parton. They are measured, similarly to the PDFs, at fixed Q2 and evolved to

different values of energy-momentum transfer using the DGLAP equations.

2.4 Underlying Event and Pile-Up

In addition to the hard scattering process producing a photon, the complete de-

scription of a proton-proton collision must also account for the underlying event and

pile-up. The underlying event refers to the description of the remaining “spectator”

partons inside the proton, excluding those from the hard scattering process. Colli-

sions from other protons in the same bunch4 , or proton collisions from a previous

bunch crossing contribute to what is called pile-up.

2.5 Measurement of the Prompt Photon Production Cross-Section in
Proton-Proton Collisions

In this thesis, the prompt photon production cross-section is measured as a function

of the outgoing photon direction and transverse energy (transverse to the plane of the

colliding beam). The measurement takes into account detector effects allowing for

interpretations and comparisons of the results independent of the ATLAS detector.

The photons in this measurement are constrained to transverse energies above 25 GeV

and pseudorapidity values of less than 2.37. The measured parton-level cross-section

is compared to perturbative QCD calculations at NLO as a test of QCD predictions.

4 At the LHC protons are grouped together in bunches of approximately 1011

protons. More details can be found in Section 3.1.
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Since the production cross-section of a physics reaction in proton-proton collisions

depends on the content of the proton, cross-section measurements at parton-level

can be used to further constrain the PDFs. Based on the high probability to strike a

gluon within the proton at the energy regime of the LHC through the gluon induced

photon production in proton-proton collisions (see Figure 2–2 and Figure 2–3), the

prompt photon cross-section is particularly sensitive to the value of the gluon PDF

[28–33]. Therefore, measurements of the photon production cross-section can be used

to further constrain possible values of the gluon PDF and its uncertainty. A more

precise measurement of the gluon PDF will in turn further reduce uncertainties in

the prediction of proton-proton collision outcomes on which most measurements at

the LHC rely.
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CHAPTER 3
Experimental Environment

This chapter introduces the experimental setup used to perform a measurement of

the prompt photon production cross-section. After a brief introduction of the Large

Hadron Collider (LHC) [34] and its performance, the ATLAS detector is described

with a particular focus on the detector subsystems most relevant for this analysis.

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) at CERN, the European Organization for Nuclear

Research, is currently the world’s largest particle accelerator, designed to operate at

collision centre-of-mass energies of up to 14 TeV. The LHC is located in an under-

ground tunnel of 27 kilometres in circumference at the Franco-Swiss border near

Geneva, Switzerland. It is designed to accelerate and circulate two particle beams

in opposite directions by having two parallel beam lines throughout the whole ma-

chine. At four different experimental sites along the LHC, the particle beams can be

brought into collision. These collision points are occupied by the four main detectors

placed at the LHC: ALICE [35], ATLAS [36], CMS [37], and LHCb [38].

The LHC relies on a series of linear and circular particle accelerators making up

the injector complex (see Figure 3–1). This complex is capable of injecting protons

into the LHC with an energy of 450 GeV. The protons are obtained from hydrogen

gas, by removing the electron from the hydrogen atoms using an electric field. The
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remaining protons are first accelerated in the linear accelerator (LINAC 2) [39] to an

energy of 50 MeV, and then injected into the Booster [40] to be further accelerated

to an energy of 1.4 GeV. The protons are next accelerated to an energy of 25 GeV by

the Proton Synchrotron (PS) [41] and then up to an energy of 450 GeV by the Super

Proton Synchrotron (SPS) [42]. Protons are accelerated in groups (so called bunches)

of around 1011 protons [34]. It takes approximately 5 minutes to fill each LHC ring

with proton bunches1 and approximately 20 minutes to accelerate them to their final

collision energy and prepare the two proton beams for collisions. The opposing proton

beams are directed with magnetic fields to intercept at the interaction points. The

proton beams remain in collision mode continuously for approximately 20 hours of

data taking. During this time, the number of protons per bunch gradually decreases

down to a level at which it is more efficient to refill the rings in order to maximize the

amount of recorded data (integrated over time). The proton losses are mainly driven

by the proton-proton interactions, protons scattering off residual gas molecules in

the beam pipes and machine imperfections [44].

Two key parameters defining the operation of a particle accelerator are:

• The maximum centre-of-mass energy of particle collisions (
√
s);

• The instantaneous luminosity, L, defined as [34]

1 In 2012 a total of 1380 bunches were filled into each ring [43].
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Figure 3–1: Schematic diagram of the CERN particle accelerator complex [34].

L =
frevnbN1N2

A
(3.1)

where frev is the revolution frequency of the beam, nb the number of bunches

per beam and N1, N2 the number of protons in each bunch of the two colliding

beams. The cross-sectional area (A) incorporates details of the angle and the

size of the beams at the interaction points. The instantaneous luminosity is

measured in units of cm−2s−1.

The rate at which a particular physics process occurs is proportional to the cross-

section (σ) of the physics process (measured in units of barns) and the instantaneous

luminosity of the accelerator
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dN

dt
= σL. (3.2)

The LHC is designed to achieve a centre-of-mass energy of 14 TeV and a maximum

instantaneous luminosity of 1034 cm−2s−1 for proton-proton collisions2 .

3.1.1 Running Conditions in 2012

The LHC collided protons at a centre-of-mass energy of 8 TeV from the beginning

of April 2012 until December 2012. A maximum of 1380 colliding bunches [43]

resulted in maximum instantaneous luminosity of 7.73×1033 cm−2s−1 [43]. Overall a

total time-integrated luminosity of 22.8 fb−1 was delivered to both ATLAS and CMS.

The integrated luminosity is a measure of the total number of collisions recorded.

Figure 3–2 shows the delivered integrated luminosity for both the 20113 and 2012

data taking periods.

As a result of grouping protons into bunches, more than one proton-proton collision

can occur when two proton bunches cross at an interaction point. Additional pro-

ton collisions coming from the same colliding proton bunches or from neighbouring

bunches are generically called pile-up. Figure 3–3 shows the mean number of proton-

proton interactions per bunch crossing for the 2011 and 2012 data taking periods. In

2 The LHC is also capable of colliding heavy ions (lead) at a centre-of-mass energy
of 5.5 TeV.

3 In 2011 the LHC operated at a collision centre-of-mass energy of
√
s = 7 TeV.
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2012, an average of approximately 20, and a maximum of 70, interactions occurred

per bunch crossing [43].
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Figure 3–2: Integrated luminosity as a function of time, showing both the 2011 (
√
s =

7 TeV) and 2012 (
√
s = 8 TeV) data taking periods [45]. The overall integrated

luminosity delivered by the LHC to the ATLAS experiment is shown (green) as well
as the ATLAS recorded luminosity (yellow) and fraction of the recorded data used
for physics analysis (blue).
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3.2 The ATLAS Detector

The ATLAS4 detector [36] was specifically designed to study high-energy proton-

proton collisions produced at the LHC. The ATLAS detector has a length of 44 m,

diameter of 25 m and weighs over 7000 tonnes. The goals of the ATLAS experiment

are to measure properties of the Higgs boson, test predictions of the Standard Model,

and search for the existence of new physics phenomena. In order to achieve these

goals, the ATLAS detector was designed to have the ability to measure the energy,

direction and identify the type of all particles produced in proton-proton collisions

over a wide range of particle energies. The following sections describe the ATLAS

detector with particular emphasis on the parts most relevant for the work presented

in this thesis.

3.2.1 ATLAS Geometry

The ATLAS detector is forward-backward symmetric about the interaction point. It

is divided into a central barrel and two end-cap regions. The barrel is made of an inner

tracking detector, surrounded by a superconducting solenoid, electromagnetic and

hadronic calorimeters. The muon spectrometer, with its three large superconducting

toroid magnets (one barrel and two end-cap magnets), surrounds the calorimeters.

A schematic diagram of the ATLAS detector is shown in Figure 3–4. The coordinate

system of the detector is defined with its origin located at the nominal proton-proton

interaction point (centre of the detector), the z-axis points counterclockwise along

4 A Toroidal LHC Apparatus.
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the LHC ring (looking down at the ring from the surface), and the x-y plane is defined

to be transverse to the beam direction. The coordinate system is chosen to be right-

handed, with the positive x-axis pointing towards the centre of the LHC ring and the

positive y-axis pointing away from the centre of the earth. In addition, the azimuthal

angle φ is defined as the angle in the x-y plane and the polar angle θ, as the angle with

respect to the z-axis. The pseudorapidity, defined as η = − ln
(
tan
(
θ
2

))
, is commonly

used to describe hadron-hadron collisions. This quantity is useful since the particle

flux from inelastic collisions is approximately constant in units of pseudorapidity5 .

Figure 3–4: Cutaway drawing of the ATLAS detector [36].

5 The particle flux is constant as a function of rapidity (y = 1
2

ln
((

E+pZ
E−pZ

))
) and

in the limit of massless particles, rapidity and pseudorapidity are equivalent.
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3.2.2 Inner Detector

The inner detector [46] is the part of ATLAS closest to the beam pipe and the

interaction point. It is designed to measure the trajectories (tracks) of electromag-

netically charged particles. Tracks are reconstructed from precisely measured spatial

position of small energy deposits (hits), left by electromagnetically charged particles

as they traverse the inner detector. Based on the track bending imposed by the

strong magnetic field of the superconducting solenoid of 2 T, the momentum of elec-

tromagnetically charged particles can be measured. In addition, the inner detector

allows to reconstruct the position of a vertex6 down to the µm range.

The inner detector is composed of the following three subsystems. The subsystems

make it possible to adjust the design and materials to the different available volume

and radiation conditions7 :

• The innermost subsystem of the inner detector is the pixel detector [47]. The

central part (barrel) consists of three layers placed at increasing radii. In

addition, three end-cap discs are placed on each side of the barrel increasing

the pseudorapidity coverage from |η| < 1.9 to |η| < 2.5. The sensors for the

6 A vertex is a three-dimensional location where two or more reconstructed tracks
appear to originate from.

7 Radiation hardness is a substantial criteria for the material and technology used
in ATLAS since the detector is build to last for decades of operation. The high
particle fluxes, in particular close to the beam pipe and in the forward direction,
require detectors in those regions to be able to function under high instantaneous
and integrated doses of radiation.
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pixel detector are made of 1,744 thin silicon layers, each divided into 47,323

pixels of 50µm by 400µm. This leads to about 80.4 million readout channels

and a spatial resolution in R− φ of 10µm and 115µm in the z-direction [36].

• The Semi-Conductor Tracker [36] (SCT) just outside the pixel detector is also

divided into a barrel (four layers) and end-cap (each consisting of nine disks)

subsystems. The end-caps extend the pseudorapidity coverage of the barrel

sector from |η| < 1.1 to |η| < 2.5. The SCT utilizes 15,912 silicon sensors, each

composed of a collection of 768 active strips, leading to a total of over 6 million

readout channels. The strips are 12 cm in length, with an average pitch of

80µm. They are arranged in modules of two strips on the top and two on the

bottom side, with a small relative stereo angle of about 40 mrad between the

two sides. This allows for a spatial resolution per module of 17µm in R − φ

and 580µm in the z-direction [36].

• The last part of the inner detector installed at a larger radius is the Transition

Radiation Tracker [48] (TRT). It consists of polyamide drift tubes (straws)

of 4 mm in diameter, covering the pseudorapidity range of |η| < 2.0. Each

of these straws is filled with a gas mixture (70 % Xenon, 27 % CO2 and 3 %

O2 [49]) and has a tungsten anode wire running through its centre. The TRT

serves two purposes: firstly it measures in each straw the ionization of the gas

by a charged particle passing through the straw, thereby providing a position

measurement; secondly it distinguishes between electrons and hadrons. The

latter is achieved by measuring transition radiation photons. Transition radia-

tion photons are created as an incident charged particle traverses the interface
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of different dielectric properties. The number of transition radiation photons

emitted is proportional to the relativistic gamma factor of the charged particle,

which in turn is inversely proportional to the mass of the particle (γ = E/m).

Therefore, electrons of the same energy as a hadron will emit significantly more

transition radiation photons. Plastic fibres are placed between the cylindrical

straws (into the existing gaps), enhancing the number of transition radiation

photons generated. Ionization signals from a charged particle are distinguished

from transition radiation photon ionization signals using two different signal

thresholds. Transition radiation photons deposit a larger amount of energy in

the straws compared to the amount deposited by a charged particle.

The TRT consists of a barrel and two end-cap sections, with its tubes arranged

parallel to the beam line in the barrel, and tubes extending radially around

the beam line in the end-cap sections. The TRT has approximately 351,000

readout channels and a R− φ spatial resolution of 130µm per straw [36].

A computer generated drawing of the inner detector is shown in Figure 3–5.

3.2.3 Calorimeter System

The electromagnetic and hadronic sampling calorimeters (split into barrel and end-

cap sections) [50] are located further away from the interaction region. The general

concept of a calorimeter is to measure the energy of a particle of interest via total

absorption within the calorimeter material. In addition, measurements of a particle

position are generally obtained by segmenting the calorimeter. A sampling calorime-

ter divides the absorption and energy measurement by having alternating layers of
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Figure 3–5: Drawing showing the sensors and structural elements of the inner detec-
tor in the barrel region [36]. The inner detector is composed of the Pixel detector,
Semi-Conductor Tracker (SCT) and Transition Radiation Tracker (TRT). The red
line represents a charged particle with a transverse momentum of 10 GeV traversing
the inner detector at η = 0.3.
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active and dense absorber materials. In this case, the energy measurement, which

only corresponds to part of the total energy deposited in the calorimeter, must be

corrected offline using calibration data. Both hadronic and electromagnetic particles

interact with the dense material of the calorimeter, producing a cascade of secondary

particles with decreasing energy, spread around the direction of the initial incoming

particle. The lateral size and depth of penetration of these so called showers is

different for hadrons compared to electrons and photons. It is generally quantified

by the (larger) hadronic interaction length8 (λI) and the electromagnetic radiation

length9 (X0). Therefore, the hadronic calorimeter surrounds the electromagnetic

calorimeter, as seen in a cutaway view of the entire calorimeter system shown in

Figure 3–6.

The electromagnetic calorimetry uses Liquid Argon (LAr) as the active medium

and lead as the absorber material. The lead plates are accordion shaped and stacked

together with gaps for the LAr. This geometry makes it possible to place readout

electronics at small and large radii of the structure, ensuring a full coverage in the

azimuthal angle φ. The electromagnetic calorimeter is designed to measure the total

energy of electrons and photons, making it, combined with the presence (electrons)

8 The mean path length of particles between two inelastic interactions. For com-
monly used materials such as lead, steel or copper, one nuclear interaction length
represents a thickness of 17.6 cm, 16.8 cm and 15.3 cm respectively [3].

9 The mean distance over which a high energy electron loses 1/e of its initial energy
via bremsstrahlung. For commonly used materials such as lead, steel or copper one
radiation length represents a thickness of 0.6 cm, 1.8 cm and 1.4 cm respectively [3].
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Figure 3–6: Cutaway drawing of the ATLAS calorimeter system [36].
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or absence (photons) of inner detector tracking information, the most important

detector system for the measurement presented in this thesis. The electromagnetic

calorimeter is made of three layers, finely granulated in η − φ, covering the same

region |η| < 2.5 as the inner detector and two layers covering the more forward

regions of 2.5 ≤ |η| < 3.2.

The accordion structure of the barrel module shown in Figure 3–7 is oriented radially

and normal to the beam line with the “waves” of the accordion structure pointing

radially outwards. For the end-cap modules, the lead plates are oriented similarly

but with the “waves” of the accordion structure pointing along the direction of the

beam line. The thickness and the bending angle of the lead plates depends on the

radial distance from the beam line and the pseudorapidity region (calculated with

respect to the geometrical centre of the detector). Therefore, the thickness ratio of

active and absorber material is uniform in φ, but varies as a function of η. As a result,

the energy resolution is kept uniform as a function of φ and varies as a function of

η. A schematic view of one of the 32 barrel modules is shown in Figure 3–7, showing

the overall size of each layer, their radiation lengths, and cell sizes. The overall

thickness of the electromagnetic calorimeter in the barrel region varies as a function

of η with a minimum value of 25X0, and then increases in the end-cap regions to

around 35− 40X0. This ensures that the shower induced by electrons and photons

up to energy of several TeV are either fully absorbed or only have minimal leakage

outside of the volume of the electromagnetic calorimeter.

The cell granularity shown in Figure 3–7 is kept constant as a function of φ and

η for the whole three layer region of the barrel electromagnetic calorimeter. The
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first layer is made of narrow strip cells providing a precise position measurement

in η. This fine η granularity provides the ability to distinguish between a single

photon and photon pairs originating from the decay of neutral mesons (π0, η). The

second layer is physically the largest in volume and absorbs the main part of the

electromagnetic shower. The third layer has a slightly coarser granularity than the

second layer. Its main purpose is to measure the energy of showers originating from

the highest energy electrons/photons potentially leaking out of the electromagnetic

calorimeter. A further separate thin layer of LAr (11mm in depth) with a readout

electrode granularity of 0.025×0.1 (∆η×∆φ) is added in front of the electromagnetic

calorimeter in the region |η| < 1.52 (barrel). This additional layer is designed to

measure the energy loss of particles prior to entering the electromagnetic calorimeter.

Overall, the design of the electromagnetic calorimeter provides an energy resolution

of σE
E

= 10%√
E
⊕ 0.7%10 [36], an η position resolution of 3× 10−4 [36], and a φ position

resolution between 5× 10−4 and 2× 10−3 radians [36] (depending on the amount of

material in front of the electromagnetic calorimeter).

The Hadronic Calorimeter, designed to measure the energy of hadrons by total

absorption, is used in the scope of this analysis as a discriminator for photons that

are likely not produced in the main interaction but rather originate from hadronic

decays or within showers.

10 ⊕ indicates that the two terms have to be added in quadrature.

32



∆ϕ = 0.0245

∆η = 0.025
37.5mm/8 = 4.69 mm
∆η = 0.0031

∆ϕ=0.0245x4
36.8mmx4
=147.3mm

Trigger Tower

TriggerTower∆ϕ = 0.0982

∆η = 0.1

16X0

4.3X0

2X0

15
00

 m
m

47
0 

m
m

η

ϕ

η = 0

Strip cells in Layer 1

Square cells in 

Layer 2

1.7X0

Cells in Layer 3

∆ϕ×�∆η = 0.0245×�0.05

Figure 3–7: Sketch of an electromagnetic calorimeter barrel module showing the
accordion structure [36]. Particles originating from the interaction region enter the
calorimeter in Layer 1.
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For the same particle energy a hadron penetrates much further in matter than an

electron or photon before it starts to shower. Furthermore, a hadron initiated shower

is generally larger in size, as secondary particles produced in the hadron shower can

be hadrons, electrons and photons, as well as muons and neutrinos. In addition, ex-

citation and splitting of the atomic nuclei can occur (sometimes below the sensitive

energy threshold of the calorimeter). Therefore, unlike an electromagnetic shower,

some fraction of the total energy of the incident hadron escapes the measurement

of the hadronic calorimeter. Due to this difference in the showering process, the

response of a calorimeter to an incident electron/photon versus the response to an

incident hadron is typically different. A calorimeter with a response ratio of elec-

tron/photon to hadron (e/h) greater than one is said to be non-compensating. The

measured energy in a non-compensating calorimeter therefore needs to be further

corrected in order to be able to reconstruct the true energy of the original inci-

dent particle. Specific software based calibration procedures are developed and used

within the ATLAS collaboration in order to correct the measured energy of hadrons.

The hadronic calorimeter is divided into a Tile Calorimeter in the barrel region,

Hadronic End-Caps (HEC) and the Forward Calorimeter (FCal), covering all to-

gether the region |η| < 4.9.

The Tile Calorimeter covers the pseudorapidity region of |η| < 1.7 and is sub-

divided into a central barrel and two extended barrel modules. It is made of steel

absorber plates and scintillating tiles as the active material. Steel has a shorter in-

teraction length than lead and is therefore more suitable for a hadronic calorimeter.
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The thickness of the Tile Calorimeter (including all its service and support struc-

tures) corresponds to an interaction length of λ = 9.7 (at η = 0). The scintillator

tiles are oriented radially and normal to the beam line and are stacked into modules,

as shown in Figure 3–8.

The Hadronic End-Caps use liquid argon as active material, to provide the re-

quired radiation hardness in this region that sees a higher particle flux. In order to

reach the required interaction length to contain hadronic showers within a limited

amount of space, copper is used as the absorber material, which has an even shorter

λ than steel. The Hadronic end-caps absorber material corresponds to about 12 in-

teraction lengths allowing for enough thickness in terms of interaction length to be

able to contain the shower of hadronic particles. The Hadronic end-cap is made of

two wheels in each end-cap: a front wheel and a rear wheel. Each wheel is made out

of 32 identical wedge-shaped modules with a layer structure of active and absorber

material. The design energy resolution for the Tile Calorimeter and the HEC is

σE
E

= 50%√
E
⊕ 3% [36].

The Forward Calorimeter (FCal) provides additional angular coverage in the

forward region, which is important for the measurement of possible missing energy

in a collision. Due to very high particle fluxes, the Forward Calorimeter has to be

made out of radiation hard material. It consists of a metal11 matrix (absorber) with

tubular electrodes running through its holes in the direction parallel to the beam

11 Copper in the first module, tungsten in the second and third modules
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Figure 3–8: Schematic drawing of a tile calorimeter module in the barrel part of the
ATLAS hadronic calorimeter [36].
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pipe. The electrodes are composed of tubes (anodes) surrounding rods (cathodes)

with LAr as the active material filled into the remaining gap.

3.2.4 Muon System

The muon system [51] is the outermost detector system and is made of high precision

tracking chambers and different type of triggering chambers. The magnetic bending

of charged muons that reach the muon system is provided by the large barrel toroids

and two smaller end-cap magnets located at the end of the barrel region. The muon

system covers a pseudorapidity range of |η| < 2.7 with a transition region 1.4 < |η| <

1.6 where the magnetic fields between the toroid barrel and end-caps overlap. The

trigger system is composed of “resistive plate chambers” [51] in the barrel region

and “thin gap chambers” [51] in the end-cap regions. Precise position measurements

are provided by “monitored drift tubes” [51] and “cathode strip chambers” [51]. A

drawing of the position of the different parts of the muon system within the ATLAS

detector is shown in Figure 3–9.

3.2.5 Trigger

The high bunch crossing rate of 40 MHz, with approximately 20 interactions per

bunch crossing at the LHC, requires a highly selective trigger system for ATLAS.

Trigger in this context refers to the decision making process of whether to record or

reject the information recorded from a given bunch crossing called an event. The

ATLAS trigger system [36] is split into a hardware-based first Level (L1) and two

software-based systems, the Level 2 (L2) and Event Filter (EF). Together they are

designed to reduce the high event rate (40 MHz) to a manageable recording rate of
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Figure 3–9: Cutaway view of the ATLAS muon system [36].
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less than 1 kHz. Recorded events have a size of about 1.5 MB (mega byte), leading

to a data stream (recorded to permanent storage) of roughly 1 GB per second during

regular data taking. The three systems build upon one another’s decision, reducing

the overall rate in steps. In the following section, the photon trigger setup for these

three levels is introduced.

• The L1 Photon Trigger [52] is based on the position and energy measure-

ments of the electromagnetic calorimeter. The trigger decision is formed for a

set of fixed transverse energy thresholds following a coarse scan of the entire

calorimeter. This scan uses a reduced granularity of the calorimeter infor-

mation to ensure that a L1 trigger decision is formed within less than 2.5µs

(based on the 40 MHz input rate). The individual electromagnetic calorimeter

cells (see Figure 3–7) are grouped into trigger towers of an approximate size

of 0.1× 0.1 in ∆η ×∆φ. The energy of all cells within these trigger towers is

summed up. The scan uses a sliding window of size 4×4 trigger towers to locate

local maxima of energy depositions (in the following referred to as regions of

interest). The energy sum of the trigger towers in the core region (2×2 trigger

towers) around a local energy maximum is compared to the set of predefined

transverse energy12 thresholds of the L1 trigger. The η and φ position of all

12 The transverse energy is calculated from the position and the energy of the core
region using ET = | ~E|/ cosh(η).
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regions of interests that satisfy at least one of the predefined minimum trans-

verse energy threshold requirements is passed on to the L2 trigger for further

processing of the event information.

• The L2 Photon Trigger [52] uses an algorithm to build cluster(s) of de-

posited energy within each region of interest found by the L1 trigger. A cluster

consists in a region of 3×713 cells in ∆η×∆φ of the second layer of the electro-

magnetic calorimeter. It is centred around the calorimeter cell with the highest

measured value of deposited energy. The cluster energy is defined as the sum

of energy measured by all cells belonging to the cluster in the second layer

of the calorimeter. The cluster position is determined as the energy weighted

position of the cluster cells. The set of predefined transverse energy thresholds

of the L2 photon triggers are applied to the transverse energy of the cluster.

In addition, information from the inner detector is used to build tracks from

the measured space points (limited to the regions of interest). These tracks are

used to distinguish between electrons and photons as photons are electrically

neutral particles and do not produce a track in the inner detector. Additional

cluster quality criteria outlined in Reference [52] are applied.

• The EF Photon Trigger [52] is the final trigger selection. For this selection,

the entire detector information is available. Reconstruction algorithms nearly

13 3× 7 cells in the barrel (|η| < 1.4) and of 5× 5 cells in the end-cap (1.4 < |η| <
2.47).
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identical to those used in offline analysis are used to reconstruct photons. Pho-

tons reconstructed by the EF are required to satisfy at least one of a predefined

set of transverse energy thresholds.

3.3 Data and MC Samples

The data and simulation samples used for the measurement presented in this thesis

are described in this section. Simulation samples are used to calculate various cor-

rection factors required for the cross-section measurement that cannot be obtained

using only data. NLO calculations of the inclusive photon cross-section are compared

with the measurement to assess the level of agreement between perturbative QCD

predictions and data.

3.3.1 Data Sample

The data considered for offline analysis are required to have been recorded while

both the ATLAS detector and LHC were operating in nominal conditions. Out of

the total recorded integrated luminosity of 21.3 fb−1, a total of 20.2 fb−1of data were

collected under nominal data taking conditions and are used in the measurement

presented in this thesis.

3.3.2 Leading-order MC samples

Two well established leading-order (LO) event generators (PYTHIA [53] and SHERPA

[54]) are used to generate MC event samples of the photon production at the LHC

at a centre-of-mass energy of 8 TeV. Both generators can be interfaced with a full
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simulation of the ATLAS detector. This allows for direct comparisons of data and

MC quantities and distributions.

• PYTHIA is perhaps the most commonly used LO event generator for collider

physics and is capable of generating a wide range of event topologies arising

from the Standard Model or various models of new physics. It is a parton

shower Monte Carlo program. Events generated with PYTHIA are run through

a simulation of the ATLAS detector. This simulation of the ATLAS detector,

including the conversion of generated events into detector signals, is performed

using GEANT4 [55]. The PYTHIA event generation is done using the CTEQ6L1

[56] parton distribution functions and includes the simulation of QED initial

and final state radiation. The modelling of the hadronization is based on the

Lund string model [57] and the simulation of the underlying event uses a special

ATLAS tune based on the multiple parton interaction [58] (MPI) model. The

LO direct contribution of the prompt photon production is fully included in

the main matrix element calculation, whereas the fragmentation contribution

is modelled as part of the final state radiation process.

• SHERPA is also a LO parton shower event generator widely used to simulate a

large variety of physics processes. It can be fully linked to the GEANT4 detec-

tor simulation. It is used in this analysis as a second independent prediction

to quantify uncertainties. A matrix element calculation is used to model all

possible LO direct photon production processes. SHERPA, unlike PYTHIA, ac-

counts for the fragmentation contribution to photon production in the parton
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showering process of the simulation event generation. The SHERPA event sim-

ulation includes QED initial and final state radiation. Events are generated

using the CT10 [59] parton distribution functions. The underlying event is

modelled using the recommended parameter tune provided by the SHERPA au-

thors14 . Finally, hadronization is modelled using a modified version of the

cluster model [60].

For both event generators a MC event weight is applied in order to normalize the

total number of events simulated to the predicted cross-section. The weight is defined

as

wMC =
σ

Nentries

, (3.3)

where σ is the calculated cross-section for the process and Nentries is the total number

of generated events.

The entire photon ET spectrum is created using simulated event samples for which

different minimum Eγ,min
T cuts are applied at the simulation stage. This procedure

reduces significantly the overall processing time for the event generation, while main-

taining high statistics at high Eγ
T. In order to avoid overlap between these simulation

samples and to ensure that the Eγ
T spectrum is fully populated, event samples are

14 This tune is the nominal tune of the SHERPA software package [54].

43



combined by defining exclusive Eγ
T regions for each of these samples. The details of

the total number of generated events, the sample cross-section, the generator Eγ,min
T

cut, and its exclusive Eγ
T range are listed in Table 3–1. The minimum photon trans-

verse energy requirement (Eγ,min
T ) for each simulated sample is chosen to be well

below the corresponding Eγ
T range of the measurement in order to ensure that all

possible contributions to the cross-section within the given Eγ
T range are included

in the simulated sample. The Eγ,min
T values were chosen such that the ratio of the

predicted cross-section within a Eγ
T measurement range from a specific sample and

the sample with the next highest Eγ,min
T requirement was equals to unity within

statistical uncertainties.

3.3.3 Next-to-Leading Order MC sample

In addition to the LO MC samples described above, JETPHOX [61], a next-to-leading

(NLO) order Monte Carlo (MC) generator, is used to compare the measured pho-

ton production cross-section to NLO predictions obtained from perturbative QCD

using different types of parton distribution functions. JETPHOX is a well established

NLO generator for photon processes and has shown good agreement with previ-

ous results of the prompt photon cross-section measurements [5–11, 62]. JETPHOX is

capable of calculating the double-differential inclusive prompt photon cross-section

d2σ/(dEγ
Tdη

γ) at parton (also called truth) level (before hadronization and parton

showering). It can be interfaced with different sets of PDFs, to allow the possibility

to study the sensitivity of experimental results to different choices of PDFs. The

nominal PDF used with JETPHOX for this analysis is CT10. JETPHOX is capable of
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Monte Carlo Nevents σMC [nb] Eγ,min
T Generator [GeV] Eγ

T range [GeV]

PYTHIA

3M 2.9·1002 17 20− 55
3M 2.4·1001 35 55− 105
6M 2.0 70 105− 200
2M 1.2·10−01 140 200− 400
1M 4.8·10−03 280 400− 650
1M 2.1·10−04 500 650− 1100

0.1M 9.4·10−06 800 1100− 1500

SHERPA

10M 3.9·1002 15 20− 55
10M 2.4·1001 35 50− 100

5.5M 2.2 70 100− 200
2.5M 1.4·10−01 140 200− 400

1M 6.0·10−03 280 400− 650
1M 2.8·10−04 500 650− 1100

0.1M 1.3·10−05 800 1100− 1500

Table 3–1: List of simulation samples used in this analysis to describe the inclusive
prompt photon production in proton-proton collisions. For each sample, the number
of events generated (Nevents), the cross-section of the process calculated for the given
phase space (σMC) and the minimum transverse photon energy required at parton
level (Eγ,min

T ) are shown. The rightmost column shows the reconstructed photon
transverse energy range for which each sample is used.

including the transverse isolation energy (explained in Section 4.3.4) at NLO and

has the flexibility of selecting an Eγ
T-dependent cut value.
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CHAPTER 4
Event and Photon Selection

In this chapter the criteria used to identify photons and select events are introduced.

A definition of the region of phase space for which the cross-section is measured is

given at the end of the chapter.

4.1 Event Preselection

Only events recorded while the whole ATLAS detector was operational are considered

in this analysis. The ATLAS data quality group provides a list of “good” data to

be used in analyses. This list is based on all available monitoring information from

the detector subsystems and readout electronics, and incorporates detector problems

identified after the data was recorded. Data is either identified as “good” or “bad”

for data analyses in units of one minute of data taking, which is called a “Luminosity

block”. A total integrated luminosity of 20.3 fb−1 of good data is used in this analysis,

out of the 21.3 fb−1 recorded in 2012. Additional quality requirements are applied

to remove events collected during short noise bursts in the detector or events that

encountered processing problems in the trigger or offline reconstruction. After these

event quality criteria are applied, a total integrated luminosity of 20.2 fb−1 remains

for the measurement of the photon cross-section presented in this thesis.
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4.2 Trigger Selection

Data used to measure the photon cross-section are required to have satisfied at least

one of the single photon trigger criteria. In 2012, the single photon trigger transverse

energy thresholds were set at 20, 40, 60, 80, 100 and 120 GeV. The 120 GeV trigger

represents the lowest threshold for which no prescaling1 was necessary, while still

respecting the allocated data taking bandwidth for the photon triggers. The prescale

factors applied to the other photon triggers were adjusted as a function of time during

a proton-proton fill according to the instantaneous luminosity in order to maximize

the amount of data recorded within the allocated bandwidth. The photon trigger

efficiency is defined as

εtrig =
Npass

N total
, (4.1)

where N total is the number of events in which the photon with highest transverse

energy falls in a particular Eγ
T bin. The symbol Npass represents the number of

these events that satisfy a specific trigger criteria. Trigger efficiencies are measured

using event samples that were recorded by a different trigger than the one for which

the efficiency is being measured. The resulting efficiencies for each photon trigger

relevant to this analysis are shown in Figure 4–1 as a function of reconstructed Eγ
T.

1 A prescale value refers to the fraction of events having satisfied a trigger selection
that is actually selected for further processing.
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Figure 4–1: Photon trigger efficiencies as a function of Eγ
T for all triggers relevant to

this analysis. The trigger efficiencies are measured in four different pseudorapidity
regions.
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Eγ
T Threshold Rec. Eγ

T Range Efficiency Average Prescale Factor
[GeV] [GeV] (%)

20 [25-45) 100−0.1 4400
40 [45-65) 99.8+0.1

−0.1 350
60 [65-85) 99.8+0.1

−0.1 81
80 [85-105) 99.7+0.1

−0.1 28
100 [105-125) 99.7+0.1

−0.1 13
120 [125-1500) 99.6+0.1

−0.1 1

Table 4–1: List of single photon triggers used in the analysis with the range of Eγ
T for

which each trigger is used. The efficiencies quoted correspond to the trigger efficiency
integrated over the Eγ

T range for which the trigger is used. In addition, the average
prescale factors of each trigger are listed as well.

To avoid double-counting of events, each Eγ
T bin of the photon production cross-

section measurement is populated with events that satisfy one specific photon trigger.

Each photon trigger is used for values of reconstructed Eγ
T greater than 5 GeV above

the Eγ
T threshold of the respective photon trigger. This ensures a trigger efficiency

of almost 100% and only small corrections need to be applied to account for residual

trigger efficiencies. Table 4–1 shows the Eγ
T region for which each photon trigger is

used. The trigger efficiencies listed in the table correspond to the trigger efficiency

integrated over the Eγ
T range for which the trigger is used. The prescale values quoted

for each photon trigger are accounted for in the calculation of the final measurement

of the photon production cross-section.
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4.3 Photon Identification

The photon identification criteria are designed to obtain a high identification effi-

ciency for prompt photons, while rejecting as much background as possible (mainly

electrons and non-prompt photons).

4.3.1 Photon Preselection

The photon identification is seeded by identifying a cluster of projective towers2 in

the electromagnetic calorimeter3 . The size is based on the granularity of the sec-

ond layer of the calorimeter and corresponds to 3 × 54 cells of this layer in η × φ.

Next, reconstructed tracks by the inner detector are extrapolated to the electro-

magnetic calorimeter for a possible association with an identified electromagnetic

cluster. Clusters without matching tracks are classified as “unconverted”5 photons.

“Converted” photon candidates (γ → e+e−) are identified by the presence of one or

2 A projective tower is a slice of 0.025 × 0.025 in η × φ through the entire elec-
tromagnetic calorimeter. This size of the cluster corresponds to the cell size of the
second layer of the calorimeter.

3 At this stage of the analysis bad quality clusters/cells or fake clusters/cells origi-
nating from calorimeter problems not already rejected by the general event selection
requirements are removed.

4 In the barrel a projective size of 3× 5 cells is used while in the end-cap regions
it is increased to 5× 5 cells.

5 Photon conversion refers to the electron-positron pair production that occurs
through the interaction of a photon with matter.
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two nearby tracks in the inner detector6 pointing to the identified electromagnetic

calorimeter cluster. Approximately 25 − 35% of all identified photons are classified

as converted photons.

The photon energy is calculated as the sum of the cell energies within the electro-

magnetic cluster. In the barrel a projective tower size of 3 × 5 cells and 3 × 7 cells

in η × φ is used for unconverted and converted photons respectively. In the end-cap

regions the photon energy is calculated using a projective tower size of 5× 5 cells in

η × φ for both unconverted and converted photons.

The pseudorapidity of a photon candidate is taken as the cluster barycentre7 position

in the second layer of the EM calorimeter.

4.3.2 Photon Energy Calibration

The photon energy calibration [63] is necessary to extract the true energy of the

photon from the measured cluster energy within the electromagnetic calorimeter.

This calibration starts at the cell level of the calorimeter of the ATLAS detector. In

testbeam studies [64], calibration factors have been established to account for the

unmeasured electromagnetic energy deposition in the absorber layers of the calorime-

ter. These calibrated cell energies are used to calculate the total energy of photon

6 A dedicated vertex algorithm is used to reconstruct conversion vertices from
all reconstructed tracks based on the specific nature of the photon (massless and
electromagnetically neutral).

7 The cluster barycentre is the energy weighted cell position.
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candidates identified through the procedure explained in the previous Section 4.3.1.

Additional corrections are applied to obtain a precise calibration of the energy mea-

surement of photons. The calibration procedure consists in the following four steps:

• Uniformity corrections: To account for variations in the calorimeter response,

not included in the simulation in specific regions of the calorimeter, uniformity

corrections are applied to the measured cluster energy. These photon energy

correction factors account for effects such as high-voltage inhomogeneity in

the electromagnetic calorimeter, differences in the geometrical gap between

electromagnetic calorimeter modules in azimuthal direction due to gravity, and

biases in the electromagnetic calorimeter electronics calibration.

• Intercalibration of the electromagnetic calorimeter layers: The ratio of energy

scales in the first and second layers of the electromagnetic calorimeter in data

is corrected to match that in simulation. To achieve this, an η-dependent cor-

rection factor is applied to the measured cluster energy in the second layer of

the calorimeter. The correction is applied to account for residual differences in

the first and second electromagnetic calorimeter layer response that are not ac-

counted for by the initial cell-level calibration described above. No corrections

are applied to the measured energy of the third electromagnetic calorimeter

layer since its contribution to the overall photon energy is negligible in the

photon energy range considered in this analysis.

• Corrections of the overall photon response of the electromagnetic calorimeter:

These corrections are based on simulated photon events. Per photon correction
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factors are obtained using a multivariate algorithm8 (MVA) by comparing the

measured energies of electromagnetic clusters to the true incident photon ener-

gies. The simulated events allow the MVA to extract correlated distributions

of photon shower shape variables both at truth and detector level. Based on

these distributions, the MVA is used to find the most probable true photon

energy given the values of a photon at detector level. The measured photon

energy is thus corrected to the most probable true photon energy.

• Energy scale and resolution corrections: Per photon energy scale and resolution

corrections [63] are applied to MC simulated events to match the electromag-

netic calorimeter response observed in data. These corrections are obtained

from a comparison of the reconstructed invariant mass distribution of Z → ee

events in data and MC simulated events. The electromagnetic calorimeter

response to electrons is assumed to be identical to that of photons.

4.3.3 Photon Shower Shape Selection

The final step of the photon identification exploits specific differences between prompt

and non-prompt photons in order to significantly reduce this dominant background.

A prompt photon has no other particles linked to its direction of flight, whereas pho-

tons originating from secondary particles have a high probability to be accompanied

8 Approximately nine variables (extracted from the available detector energy mea-
surements and subsystems defining the position and shower shape) are identified and
used to perform this MVA to extract calibration factors, which are separately tuned
for converted and unconverted photons.
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by additional particles. Therefore, differences in the shower shapes are exploited.

For prompt photons, the energy is expected to be fully contained within the electro-

magnetic calorimeter, typically within a narrow cluster with one energy maximum.

For background photons the shower profile is expected to be broader and significant

energy in the hadronic calorimeter may be present, due to additional overlapping en-

ergy deposited in the calorimeter by accompanying particles. Quality requirements

on the shape of the photon energy cluster provides some discrimination between a

cluster of energy produced by one photon and that produced by two overlapping

photons likely originating from the decay of a light meson. Therefore in total, nine

longitudinal and lateral shower shape variables are used to reject background pho-

tons originating from hadronic particles. More details can be found in Appendix F

and Reference [65].

• ws3: The width of the shower, measured in units of cells, within 3 cells (strips)9 of

the first layer of the calorimeter. ws3 quantifies the drop in energy of the two

surrounding strips compared to the most energetic strip. For prompt photons,

for which the energy is deposited very centrally, the energy drop is expected to

be higher and therefore yield smaller values of ws3.

• wstot: The “total” shower width measured in units of cells in a region of 20× 2

strips in ∆η ×∆φ of the first layer of the calorimeter and centred around the

9 As mentioned in Section 3.2.3, the first layer of the electromagnetic calorimeter
is designed with a high granularity in η while having a coarser spacing in φ, thus
leading to strip-like cells.
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strip with the maximum energy. The energy of each strip is weighted by the cell

distance and normalized to the energy of the most energetic strip. Similarly to

ws3, this variable typically yields smaller values for prompt photons compared

to background photons since the energy is more centralized.

• w2: The lateral width of the shower (second layer of the electromagnetic

calorimeter) defined as

w2 =

√
ΣEi∆η2i

ΣEi
−
(

ΣEi∆ηi
ΣEi

)2

, (4.2)

where the summation, i, runs over all cells in the cluster of 3 × 5 cells in

∆η×∆φ. The distribution of w2 is expected to be narrowly peaked as opposed

to the distribution of background photons. In essence, this reflects a fairly

constant ∆η-weighted energy variance for prompt photons.

• Fside: The fraction of energy measured in the first layer of the calorimeter

outside a core of three central strips, but within seven strips of the strip with

the maximum measured energy deposition. For prompt photons this energy

fraction outside the core region is below a few tenths of a percent.

• Rη: The energy measured in the second layer of the calorimeter in a cluster of

3× 7 cells divided by the cluster energy of 7× 7 cells (∆η×∆φ). The value of

this variable is expected to be close to 1 for prompt photons that deposit most

of their energy within a cluster size of three cells in the η direction.
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• Rφ: The energy measured in the second layer of the calorimeter in a cluster

3× 3 cells divided by the cluster energy of 3× 7 cells (∆η×∆φ). The value of

this variable is expected to be close to 1 for prompt photons that deposit most

of their energy within a cluster size of three cells in the φ direction.

• Rhad: The ratio of transverse energy measured in the first layer of the hadronic

calorimeter and the measured transverse energy of the electromagnetic clus-

ter10 . This variable is expected to be close to 0 for prompt photons as they

are expected to be fully absorbed in the electromagnetic calorimeter and are

not accompanied by hadronic activity.

• ∆E: This quantity is measured in the first layer of the electromagnetic calorime-

ter. ∆E is the energy difference of the strip with the 2nd maximum energy and

the energy of the strip with the minimum energy located between the strip with

the highest and second highest energy measurements. This variable is zero if

the strip with the second largest energy is adjacent to the strip with the max-

imum energy. ∆E quantifies the presence or not of a second peak within the

cluster. The value of this variable is expected to be zero for prompt photons.

This variable provides rejection against π0 decaying to two photons.

10 For the pseudorapidity range 0.8 < |η| < 1.37 that is not covered by the first
hadronic layer), the total hadronic transverse energy is used.
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• Eratio: Measured in the first layer of the electromagnetic calorimeter. Eratio is

the ratio of the energy difference between the strip with the largest and second-

largest energy deposition over their sum. For prompt isolated photons, most

of the cluster energy is expected to be deposited within one strip and therefore

a value close to 1 is expected.

The particular cut values of each of the nine variables are tuned for converted and

unconverted photons separately, as well as adjusted depending on the transverse

energy of the photon and its pseudorapidity (matching the four η-regions of the

differential cross-section measurement of this analysis).

4.3.4 Photon Transverse Isolation Energy

At this point of the photon selection, some fraction of photon candidates are still

not real prompt photons but background photons originating from secondary decays

or radiation processes. A known source for such background photons are neutral

light mesons (π0, η, etc.) decaying into photon pairs. Considering that those light

mesons are generally created as part of the hadronization process, they are typically

accompanied by additional particles surrounding the decay photons. A common

technique to exploit this feature is to restrict the allowed additional transverse energy

measured around the photon candidate. The transverse isolation energy (Eiso
T ) is

defined as the amount of additional energy measured around the photon candidate

calorimeter cluster, within a fixed geometrical cone of size ∆R = 0.4. At the truth

(MC) level Eiso
T is calculated as the energy sum of all particles inside the geometrical

cone of ∆R < 0.4 (excluding the photon itself). At the reconstruction (i.e. detector)
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level, the distinction between the additional calorimeter activity and the measured

energy deposited by the photon candidate is more complicated. Inside a geometrical

region of ∆R < 0.4 a rectangular region of projective tower size of 5 × 7 cells in

the η − φ plane centred around the position of the photon candidate position is

removed from the calculation of Eiso
T . The size of this rectangular region is chosen

to encompass most of the photon energy cluster11 . A graphical representation of

the geometrical area included in the calculation of Eiso
T is shown Figure 4–2. The

calorimeter cells falling within the grey area are grouped into topological clusters12 ,

including cells from both the electromagnetic and hadronic calorimeter to determine

Eiso
T . This energy is then corrected for any energy from the photon itself that was

not captured by the exclusion of the core region. This correction is evaluated as

a function of Eγ
T and η, using simulated photon samples. Furthermore, to account

for effects such as underlying-event modelling and pile-up, a correction based on the

so-called “jet-area” method is applied [66, 67]. This technique uses low-energy jets

11 The electromagnetic shower is commonly characterized by the Molière radius,
referring to its radial width in the η − φ plane containing 90% of the shower energy.
The Molière radius in the electromagnetic calorimeter is approximately 4.3 cm cor-
responding to 1.3 cells in the barrel. The exclusion of the central 5 × 7 projective
towers ensures that almost the entire shower (over 95%) is contained inside this core
region.

12 Instead of combining detector cells together into fixed cluster towers, they are
combined depending on their relative energies, allowing for almost a three dimen-
sional representation of the shower. For example, in a three dimensional topologi-
cal cluster, the number of cells associated with the cluster can vary as function of
calorimeter layer.
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Figure 4–2: Graphical representation of the geometrical area of the calorimeter con-
sidered (in grey) when calculating the transverse isolation energy in reconstructed
events. The area is defined by a circle of diameter ∆R = 0.4 around the position of
the photon candidate. A rectangular region of 5×7 (approximately 0.125×0.175 rad
in η − φ) projected towers centred along the photon candidate direction is excluded
from the calculation.

to compute an ambient energy density event-by-event, which is multiplied by the

area of the isolation cone and subtracted from the isolation energy. The correction

applied to the isolation energy is typically of the order of 1.5 - 2.0 GeV per photon

candidate in the 2012 data sample.

This analysis utilizes an Eγ
T-dependent isolation requirement, in order to keep the

signal to background ratio as high as possible throughout the large photon transverse

energy range considered. The Eγ
T-dependent isolation requirement also ensures a

constant and high photon identification efficiency as a function of Eγ
T. The selected

Eγ
T-dependent cut is used both at truth and detector level and is defined as:
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Eiso
T < 4.8 GeV + (4.2× 10−3)× Eγ

T [ GeV]. (4.3)

Figure 4–3 shows a representative example of the isolation energy distribution mea-

sured in data in the range 250 ≤ Eγ
T < 300 for the different pseudorapidity regions.

The normalized background and signal distribution from MC simulation are over-

laid to show their contributions. The Eγ
T-dependent isolation cut value is visualized

through the vertical black line.

Figure 4–4 presents the performance of the Eγ
T-dependent isolation cut on signal

photons (from MC) by showing the efficiency versus Eγ
T for a given photon to pass

the cut. This transverse isolation energy cut efficiency is defined as

εiso =
N reco,iso,matched

N reco,matched
, (4.4)

where N reco,matched is the number of reconstructed photon candidates that are also

identified to fall within a geometrical cone radius of ∆R < 0.213 of a true simulated

photon. The symbol N reco,iso,matched is the number of such reconstructed photons that

also satisfy the transverse isolation energy cut.

13 The specific value was chosen from checking the ∆R distribution (see ap-
pendix B) between the two photon objects. The distribution peaks at zero and
a negligible number of photons fall beyond a value of 0.2.
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Figure 4–3: Transverse isolation energy distribution for photons with 250 ≤ Eγ
T <

300 in the four pseudorapidity regions considered in the analysis. Three different Eiso
T

distributions are shown: identified photons as selected in this analysis (red), identified
photons within the simulated events using PYTHIA (black), as well as background
photons measured in data (blue). The vertical dashed line represent the chosen Eiso

T

cut value for the Eγ
T range shown.
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In general a constant value of efficiency as a function of Eγ
T is favourable since this

significantly reduces the Eγ
T dependence of the modelling of the isolation energy in

the MC simulation. Figure 4–4 shows the Eiso
T cut efficiency as function of Eγ

T for

both the Eγ
T-dependent transverse isolation energy cut and a cut at a fixed value of

Eiso
T . The drop at Eγ

T & 500 GeV in Figure 4–4 for the choice of fixed Eiso
T cut values

shows that the reconstruct energy cluster of prompt photons at these energies has

an increased probability to be accompanied by additional energy deposited nearby,

resulting in values of photon transverse isolation energy of a few GeV which are

sometimes larger than the fixed isolation energy cut values.

4.3.5 Corrections Applied to Simulated Event Samples

In order to consistently define a kinematic region for the cross-section measurement

that is closely related to the analysis selection cuts, the same isolation energy require-

ment and pseudorapidity boundaries are applied to the properties of true photons in

simulated events.

Furthermore, to match the overall event conditions of the data sample studied, and to

account for known residual discrepancies between data and simulation, the following

corrections are applied:

• In order to reproduce the pile-up conditions that existed in the LHC during the

data taking in 2012, the MC simulated events are individually weighted. Event

weights are derived from the distribution of the average number of interactions

per bunch crossing (µ) and are defined as
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Figure 4–4: Probability of a signal photon passing the transverse isolation energy cut
in the four pseudorapidity regions considered and as a function of Eγ

T. In addition
to the Eγ

T-dependent isolation energy cut (black) used in this measurement, the
efficiency obtained using three fixed cut values is shown. The fixed cut values of
5 GeV (green) and 7 GeV (blue) are chosen to match the range of cuts obtained using
the Eγ

T-dependent isolation energy cut. The efficiency obtained using a fixed cut of
Eiso

T < 3 GeV is also shown in red. This cut value was used in a previous ATLAS
photon cross-section measurement [9, 10].
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wi =
Ndata
i

NMC
i · 1.09

, (4.5)

where Ndata
i and NMC

i represent the number of data and MC simulated events,

respectively, in each bin i of the distribution of µ. The factor 1.09 is introduced

to improve the agreement between the data and MC distributions of the number

of primary vertices14 .

• The distributions of shower shape variables used for the identification of photon

candidates are shifted in the MC simulation in order to match the measured

distribution in data. This allows the same photon reconstruction quality cuts

to be applied to both data and MC simulated events.

• The transverse isolation energy of photon candidates in MC simulated events

is shifted such that the peak of the distribution obtained using MC simulated

events matches that measured in data. A value for this correction is obtained

in each bin of photon transverse energy and pseudorapidity considered in the

analysis. Correction values vary from a few hundred MeV up to 4 GeV and

are consistent for both LO generators (PYTHIA and SHERPA). The exact shift

values for each photon Eγ
T and η bin are listed in Appendix D.

14 It is important that the MC simulation describes well the distribution of the
number of primary vertices reconstructed since one of the correction factors applied
to the calculation of the transverse isolation energy of a photon depends on the
number of reconstructed vertices.
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• Event weights are applied to MC simulated events to improve the agreement

between the distributions of the z-vertex position of the hard interaction in

MC and data. This ensures that the η distribution of MC simulated photon

candidates matches that measured in data.

• Event weights are applied to MC simulated events in order to remove small

residual differences between the photon identification efficiency measured by

the photon performance group in data and MC simulated events [71]. The

photon identification efficiency is extracted through a combination of three

data-driven methods. The first method is used for Eγ
T < 80 GeV and is

based on a photon sample selected from radiative decays of the Z boson. The

second method provides a photon identification measurement in the region

30 ≤ Eγ
T < 100 GeV. This method is based on a pure sample of electrons

from Z boson decays and relies on the assumption that energy clusters origi-

nating from electrons have the same shower shape than that of photons. The

third method relies on the number of tracks reconstructed in a cone centred

around the barycentre of the electromagnetic cluster. The number of tracks is

used as a discriminating variable between background and prompt photons to

extract the sample purity before and after the shower shape cuts introduced in

Section 4.3.3 are imposed. This method allows to cover a large Eγ
T range and

provides a photon identification measurement up to Eγ
T = 1500 GeV.
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4.3.6 Photon Identification Efficiency

Photon candidates considered for the measurement of the inclusive prompt pho-

ton production cross-section are required to satisfy all the criteria described in Sec-

tions 4.3.1 to 4.3.5. The impact of this selection is quantified by measuring the overall

photon identification efficiency using MC simulated events. The photon identification

efficiency is defined as

εid =
N id,matched

N true
, (4.6)

where N true is the number of true prompt photon in the simulation satisfying the

transverse isolation energy cut applied at the truth level, andN id,matched is the number

of these true photons that have a reconstructed photon candidate satisfying all the

photon identification selection within a cone of radius ∆R < 0.2.

The overall photon identification efficiency as function of Eγ
T and η is shown in

Figure 4–5. A maximum efficiency of approximately 92 % is obtained for medium

energy photons at an transverse photon energy of order 100 GeV. For all pseudora-

pidity regions, the efficiency decreases for lower Eγ
T since in this region a relatively

higher fraction of background photons exist and a balance between efficiency and

rejection is preferable. Figure 4–5 also shows the identification efficiency separately

for converted and unconverted photon candidates. The identification efficiency for

converted photon candidates decreases by typically more than 10% at high values

of Eγ
T in all η regions. Converted photon candidates (γ → e+e−) are identified by
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the presence of two nearby tracks in the inner detector pointing to the identified

electromagnetic calorimeter cluster. The two e+e− tracks are more collimated for

higher values of photon energy. The decrease in identification efficiency at high Eγ
T

for converted photons is therefore due to a decrease in the efficiency at reconstructing

two nearby tracks. The efficiency in the pseudorapidity regions 1.56 ≤ |η| < 1.81

and 1.81 ≤ |η| < 2.37 is also lower than that measured in the region |η| < 1.37.

This difference in efficiency is again due to an overall lower converted photon iden-

tification efficiency. The efficiency to reconstruct two nearby tracks is reduced in

the region 1.56 ≤ |η| < 1.81 because it corresponds to the overlap between different

inner detector modules, and tracking in the region 1.81 ≤ |η| < 2.37 is limited to the

information obtained from the forward disks of the SCT detector, the pixel end-caps,

and has no TRT (|η| ≥ 2).

A separate study following the observation of the significant Eγ
T dependence of the

converted photon identification efficiency was performed. Preliminary results have

shown that it is possible to significantly improve the converted photon identifica-

tion efficiency by adjusting the identification requirements for converted photons at

high Eγ
T. These adjustments will be further tested and deployed during future data

recording.

4.4 Event Selection

The cross-section measurement presented here only considers events that have at least

one photon satisfying the criteria described in Section 4.3 with a minimum transverse

energy of 25 GeV and within η < 2.37 (excluding the region 1.37 ≤ η < 1.56).
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Figure 4–5: Photon identification efficiency as function of transverse energy in each
of the four pseudorapidity regions considered in the analysis. The total identifica-
tion efficiency (black), as well as the identification efficiency for converted (red) and
unconverted (green) photons is shown.
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For events containing multiple photons passing these criteria, only the photon with

the highest transverse energy is considered. The measurement is performed as a

function of Eγ
T and split into four regions of pseudorapidity related to the geometry

of the calorimeter. The inner barrel with the least amount of extra material such as

supporting structure cooling systems and readout electronics corresponds to the first

region of |η| < 0.6. The second region covers the remainder of the barrel part of the

detector up to a pseudorapidity of 1.37. The region 1.37 ≤ |η| < 1.56 is excluded

from this measurement since it is the transition region between the barrel and end-

cap modules of the electromagnetic calorimeter with poor energy scale and resolution

measurement, the reason being that a sizeable amount of supporting structures and

cooling systems of the ATLAS detector is placed in this pseudorapidity region. The

higher values of photon pseudorapidity are measured in two regions of 1.56 ≤ |η <

1.81 and 1.81 ≤ |η < 2.37. This separation is based on the overall angular coverage

of the inner detector up to a pseudorapidity of 2.4 and the presampler15 of the

calorimeter that reaches a maximum of η < 1.82.

15 The presampler is an additional layer of liquid argon in front of the electro-
magnetic calorimeter used to measure the energy lost by the particles as they pass
through the material preceding the calorimeter system.
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CHAPTER 5
Background Subtraction

Following the event selection and quality criteria introduced in the previous chapter,

the next step towards the cross-section measurement is to remove any remaining

background that would contribute to the total number of photon events measured

in the data set. There are two background sources that have to be considered. The

first type of background events are events where the most energetic photon originates

from the decay of a light meson or is radiated off a charged particle. The second type

of background consists in events where an electron is mis-reconstructed as a photon.

Secondly, considering that the signature of electrons measured in the detector is

very similar to photons, it is necessary to quantify if and how often an electron can

pass the whole photon selection. This chapter explains how these two sources of

background are estimated and subsequently subtracted from the number of photon

candidates observed in data.

5.1 Background Estimation and Subtraction

As presented in Chapter 4, the differences in shower shape and transverse isolation

energy between non-prompt and prompt photons are exploited to increase the purity

of the sample of photon candidates selected. Thus, photon candidates failing to

satisfy the identification requirements on the shower shape or transverse isolation

energy provide samples of events highly enriched in non-prompt and fake photons.
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Therefore, it is possible to define four exclusive regions of phase space (see Figure 5–

1), consisting of one signal region and three control regions.

• Region A: The signal region consists in all the events containing a leading

photon candidate that satisfies all selection criteria defined in Chapter 4.

• Region B: Events with a leading photon candidate that satisfies all selection

criteria including the shower shape cuts, but fails the transverse isolation energy

requirement. Photon candidates for events falling into this region are required

to have a transverse isolation energy 3 GeV greater than the default cut value.

The Eγ
T-dependent isolation boundary to Region B can therefore be expressed

as Eiso,γ
T ≥ 7.8 GeV + (4.2× 10−3)× Eγ

T [ GeV].

• Region C: Events with a leading photon candidate that satisfies the transverse

isolation energy requirement but fails at least one of the cuts applied on three of

the shower shape variables (ws3, ∆E and Fside). The choice of these three vari-

ables has been found to maximize the number of non-prompt photons selected

while minimizing the number of prompt photons selected (signal).

• Region D: The region defined as the exclusive combination of regions C and

B. The region consists of events with a leading photon candidate that has a

transverse isolation energy value 3 GeV greater than the default cut value, and

that fails at least one of the cuts applied on three of the shower shape variables

(ws3, ∆E and Fside).
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Figure 5–1: Illustration of the two-dimensional plane of the photon shower shape
criteria vs. transverse isolation energy used to estimate the background yield in the
signal region, A, from the observed yields in the three control regions, B, C and
D. The dashed line represents the highest cut value of the Eγ

T-dependent isolation
boundary at Eγ

T = 1500 GeV
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The definition of such background enriched samples to estimate the background

fraction in a signal region is a common technique in particle physics called a “2D-

sideband” subtraction method. It allows this analysis to estimate the remaining

background in the signal region almost entirely from data. MC simulations are

only needed to correct for some small possible signal leakage into the background-

dominated regions. In the simplified scenario, for which B, C and D solely contain

background events (i.e. events with a leading photon candidate which is either a

non-prompt or fake photon), the number of events with a leading photon candidate

which is also a true prompt photon (signal) can be estimated using

N sig
A = NA −

NB ·NC

ND

, (5.1)

where N stands for the number of events in each region denoted by its respective

subscript. The signal purity can then be calculated as

psig =
N sig
A

NA

= 1− NB ·NC

ND ·NA

. (5.2)

Possible correlations between values of the transverse isolation energy and the electro-

magnetic cluster shower shape of background photons can be absorbed in a correction

factor (Rbkg) defined as
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Nbkg
A

Nbkg
B

= Rbkg × Nbkg
C

Nbkg
D

, (5.3)

where the superscript bkg refers to the number of events with a leading photon

candidate that is not a true prompt photon, in each of the regions of phase space

defined above. In this cross-section measurement the correction factor Rbkg is set to 1,

based on studies that found it to be consistent with unity. The measured fluctuations

away from 1 however are used to assess the uncertainty on the assumption Rbkg = 1

(Appendix E).

The last step of the background subtraction method accounts for signal (prompt)

photon events being classified in any of the background regions. The so-called signal

leakage fractions (cK) are obtained using MC simulated events and are defined as

cK =
N sig
K

N sig
A

(5.4)

with K = B,C,D.

Figure 5–2 shows the signal leakage fractions as a function of Eγ
T in all four η regions.

The leakage fraction cB increases with Eγ
T, since the efficiency for the transverse

isolation energy selection slightly decreases with increasing Eγ
T. The leakage fraction

cC is largest for reconstructed photon transverse energy below 100 GeV since the

photon identification efficiency decreases at lower values of Eγ
T. The leakage fraction

cD is below 1 % for all values of Eγ
T relevant to the measurement.
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Figure 5–2: Signal leakage fraction (cK with K = B,C,D) in the background domi-
nated regions of the “2D-sideband” method as a function of Eγ

T and for the different
η regions considered.
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Taking into account these correction factors, the number of events with a ”true”

prompt photon can be calculated as

N sig
A = NA −Rbkg ·

(
(NB − cBN sig

A ) · (NC − cCN sig
A )

(ND − cDN sig
A )

)
. (5.5)

This equation is quadratic in terms of the quantity of interest N sig
A . Only the positive

solution to the equation is physically meaningful. Figure 5–3 shows the extracted

signal purities as a function of Eγ
T in the different η regions considered. The signal pu-

rities without and with signal leakage corrections calculated using PYTHIA or SHERPA

are also shown. As a function of Eγ
T, the purity rapidly increases from approximately

50% at 25 GeV to approximately 100% at 200 GeV for all η regions. This indicates

that beyond 200 GeV, the quality criteria introduced in the photon reconstruction

(Section 4.3) effectively reject non-prompt and fake photons at high Eγ
T. For the

lower Eγ
T region, the contamination is sizeable with almost half the selected photons

being considered background. Therefore, the signal leakage corrections dependence

on the MC simulation sample used mostly impacts the lower Eγ
T region.

5.1.1 Background from (Isolated) Electrons Misidentified as Photons

Besides the background arising from non-prompt photons and fake photons that have

a higher transverse isolation energy value than signal photons, another source of back-

ground contamination comes from electrons faking a prompt photon. As previously

mentioned, the calorimeter detector response is very similar for photons and elec-

trons. Although an electron is distinguished from a photon based on a reconstructed

76



 [GeV]
γ
TE

210
3

10
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

­1
 L = 20.2fb∫ = 8 TeV sData 2012 

| <0.6η |≤0

PYTHIA

­1
 L = 20.2fb∫ = 8 TeV sData 2012 

SHERPA

­1
 L = 20.2fb∫ = 8 TeV sData 2012 

Data w/o signal leakage

 [GeV]
γ
TE

210
3

10
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

­1
 L = 20.2fb∫ = 8 TeV sData 2012 

| <1.37η |≤0.6

PYTHIA

­1
 L = 20.2fb∫ = 8 TeV sData 2012 

SHERPA

­1
 L = 20.2fb∫ = 8 TeV sData 2012 

Data w/o signal leakage

 [GeV]
γ
TE

210
3

10
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

­1
 L = 20.2fb∫ = 8 TeV sData 2012 

| <1.81η |≤1.56

PYTHIA

­1
 L = 20.2fb∫ = 8 TeV sData 2012 

SHERPA

­1
 L = 20.2fb∫ = 8 TeV sData 2012 

Data w/o signal leakage

 [GeV]
γ
TE

210
3

10
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

­1
 L = 20.2fb∫ = 8 TeV sData 2012 

| <2.37η |≤1.81

PYTHIA

­1
 L = 20.2fb∫ = 8 TeV sData 2012 

SHERPA

­1
 L = 20.2fb∫ = 8 TeV sData 2012 

Data w/o signal leakage

Figure 5–3: Signal purities in data using signal leakage fractions from PYTHIA and
SHERPA as a function of Eγ

T and for the different η region considered. For comparison,
the signal purity is also shown before accounting for signal leakage effects.
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track in the inner detector, tracking inefficiencies can lead to an electron being re-

constructed and identified as a photon candidate. The fake rate of electrons being

mis-identified as photon candidates is estimated using Z → e±e∓ and W → e±ν MC

simulated events. It is assumed that the decays of W and Z bosons into electrons are

the dominante sources of electron production at the LHC. First, the expected num-

ber of events from each physics reaction is obtained by weighting the MC simulated

events according to the respective cross-section of each process and the luminosity

of the data used for this measurement. Then, the number of fake photons coming

from these physics processes is calculated by summing all events that have at least

one photon candidate reconstructed within a radius of ∆R < 0.2 of a simulated true

electron. This total expected number of fake photons from mis-identified electrons

is then divided by the number of signal events obtained after the 2D-sideband back-

ground subtraction. The resulting photon fake rate as function of Eγ
T is shown in

Figure 5–4. The largest fraction of mis-identified electrons is 0.7% and corresponds

to the region 35 GeV ≤ Eγ
T < 45 GeV. The production cross-section for the two

reactions considered is highest in this transverse energy range which corresponds to

electrons having an energy approximately half the mass of the decaying boson. The

measured number of signal photon events is corrected in each bin by the extracted

Eγ
T-dependent electron fake rate, however no uncertainty is assigned since the effect

itself is very small and therefore its uncertainty can be assumed to be negligible in

the scope of this analysis.
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CHAPTER 6
Unfolding Detector Effects

The goal of this thesis is to measure the inclusive production cross-section of prompt

photons, at the particle-level, independent of the detector performance. By unfold-

ing detector effects from the measured cross-section, the measurement may then be

compared to other experimental results as well as theoretical predictions.

The number of selected events in the data is corrected for detector effects such as

the finite resolution in the measurement of the energy and direction of particles,

and inefficiencies in the prompt photon identification. Detector unfolding correc-

tion factors are obtained using the simulated prompt photon samples generated with

PYTHIA. SHERPA is used as a cross-check and to assess the systematic uncertainty

associated to parton shower and hadronization models. Both LO parton shower

generators produce simulated events that can be passed on to the ATLAS detector

simulation thereby producing simulated events mimicking actual data. Various kine-

matical properties of these simulated event samples were confirmed to describe well

real data.

Detector unfolding correction factors are obtained for each Eγ
T and η bin considered

in the analysis. These corrections factors (Ci) are defined as
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Ci =
N id
i

N true
i

, (6.1)

where i represents a particular unique (Eγ
T,η) bin. The symbol N true is the number of

simulated events with a true prompt photon satisfying the transverse isolation energy

requirement applied at the truth level. The symbol N id corresponds to the number

of events with a leading photon candidate satisfying all the photon identification

requirements, including the requirement on the maximum transverse isolation energy.

In the definition of the correction factors, note that truth-level generated photons

are not explicitly required to be geometrically matched with reconstructed photon

candidates.

These so-called bin-by-bin correction factors are adequate here to account for detector

effects since the size of the Eγ
T and η bins considered in the analysis were chosen such

that most events fall within the same (Eγ
T,η) bin at both truth and detector level.

Figure 6–1 shows the calculated unfolding factors as a function of the transverse

photon energy and in different η regions. The detector unfolding correction factors

vary between approximately 0.8 and 0.9. The Eγ
T dependence of these correction

factors suggests that one of the main contributions to these corrections comes from

inefficiencies in the photon candidate selection.

The statistical uncertainty on the unfolding correction factors arises from the finite

number of MC simulated events in each sample used. To avoid double-counting

events in the estimate of the statistical uncertainty, three exclusive categories of
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events are defined: Events with a leading prompt photon satisfying all requirements

both at the truth level and at the detector level and that fall within the same (Eγ
T,

η) bin (N id,true,match
i ); Events with a leading photon candidate at the detector level

but without a matched prompt photon at the truth level (N id,unmatch
i ); Events with

a leading prompt photon at the truth level but without a photon candidate at the

detector level (N true,unmatch
i ). Using this event categorization, the unfolding factors

can be expressed as

Ci =
N id,true,match
i +N id,unmatch

i

N id,true,match
i +N true,unmatch

i

, (6.2)

The number of events in each of the three event categories is assumed to be Poisson

distributed and the total statistical uncertainty on the unfolding factors is obtained

through standard error propagation.

The results of the unfolding are cross-checked with an independent unfolding pro-

cedure outlined in Appendix A. Both unfolding approaches provide statistically

compatible results.
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Figure 6–1: Bin-by-bin correction factors as a function of Eγ
T and in four different η

regions. The correction factors are obtained using PYTHIA (blue) and SHERPA (green)
simulated samples.
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CHAPTER 7
Statistical and Systematic Uncertainties

In order to allow the final cross-section results to be interpreted and their impact

assessed, it is necessary to assign an uncertainty to the measurement. This chapter

introduces all relevant uncertainties considered as part of the cross-section mea-

surement, along with sources of uncertainties that have been found to be negligible

following thorough investigation. A re-sampling technique followed by a smoothing

procedure is employed to minimize statistical fluctuations in the estimate of the effect

of different sources of systematic uncertainties.

7.1 Smoothing Technique

To minimize statistical fluctuations in the estimate of the effect of different sources

of systematic uncertainties a “smoothing” procedure is employed. For each source

of systematic uncertainty the statistical component is estimated using a so-called

“Bootstrap” method explained in Reference [68]. This method uses a re-sampling

technique to estimate the statistical uncertainty component of the systematical shift.
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Based on the size of this statistical component, the relative uncertainty distribu-

tion ([nominal-shifted]/nominal) is re-binned into fewer bins until statistically sig-

nificant1 deviations from the original relative uncertainty distribution are observed.

Afterwards, the re-binned relative uncertainty distributions are smoothed using a

gaussian kernel smoothening algorithm employed already in other ATLAS measure-

ments [69].

7.2 Statistical Uncertainty

The statistical uncertainty on the cross-section measurement originates from the fi-

nite number of photon events measured in data and the number of simulated MC

events. The number of simulated MC events is taken into account within the back-

ground subtraction method, that partially relies on MC simulation, and the unfolding

procedure which is fully based on MC simulation (see Section 6). The statistical un-

certainty associated with the finite size of the data as well as the number of simulated

MC events is taken to be the standard deviation of a Poisson distributed process with

N number of observed occurrences. The large number (order of millions) of gener-

ated MC events ensures that the statistical uncertainty arising from the number of

simulated MC events amounts to less than 1 % for all Eγ
T and η bins of the measured

cross-section.

1 The deviation is considered significant with respect to the size of the statistical
uncertainty component.
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7.3 Systematic Uncertainties

This section presents the different sources of systematic uncertainties considered in

the cross-section measurement. The different sources of systematic uncertainties are

presented in approximate decreasing order of importance.

• Uncertainty on the integrated luminosity: The uncertainty on the integrated

luminosity is derived by the ATLAS luminosity working group. A value of

±2.8% [70] is extracted based on a preliminary calibration of the luminosity

scale derived from beam-separation scans performed in November 2012. The

extraction follows the same methodology as that detailed in Reference [70].

• Photon energy scale and energy resolution uncertainty: Estimates of the un-

certainty on the photon energy scale and resolution are derived centrally by

the photon performance group of the ATLAS collaboration [63]. The effect of

different sources contributing to the overall energy scale and resolution uncer-

tainties are reported as nuisance parameters that need to be accounted for in

the analysis presented here. For each nuisance parameter of the photon energy

scale the energy of the photon is varied up and down by the size of the assigned

uncertainty. The nuisance parameters of the energy resolution are accounted

for by varying the nominal photon energy by an amount determined by a ran-

dom number drawn from a Gaussian distribution centred at zero with standard

deviation equal to the size of the assigned uncertainty. Correlations are taken

into account through the nuisance parameters as they are split into an uncorre-

lated and a fully correlated contribution for each individual uncertainty source.
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The Eγ
T distribution of each uncertainty component is individually smoothed,

and is added in quadrature to obtain the total energy scale and resolution

uncertainties. The resulting uncertainty is presented in Figure 7–1.

• Uncertainty arising from variations in the relative fraction of direct and frag-

mentation photons in simulated samples: As previously outlined in Section 5.1,

MC simulated samples are used to estimate the signal leakage fractions and to

unfold detector effects. Both the signal leakage fractions and the unfolding

factors depend on the relative fraction of photons produced through fragmen-

tation. In PYTHIA, photons originating from fragmentation processes are gen-

erated as part of the final state radiation step, and not as part of the hard

scattering. It is therefore possible in the PYTHIA simulation to vary the rela-

tive fraction of photons originating from fragmentation. The precise fraction

of fragmentation photons in data is unknown. In order to estimate its impact

on the cross-section measurement, the analysis is performed for two different

values of photon fragmentation fraction; either zero, or twice the default frac-

tion used in PYTHIA. The size of the variation is chosen based on the change

in fragmentation fraction in the MC required to best match the data. Changes

in the measured cross-section are taken as the systematic uncertainty associ-

ated with the relative fraction of fragmentation to direct photons. Figure 7–2

shows this systematic uncertainty as function of Eγ
T. Note that the final cross-

section measurement is based on the default fraction of fragmentation photons

in PYTHIA implemented by the authors. Variations in the fragmentation photon

fraction only impacts the measured cross-section in the region Eγ
T < 200 GeV.
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Figure 7–1: Relative systematic uncertainty on the measured photon cross-section
arising from varying the photon energy scale and resolution by their individual uncer-
tainty components up and down. The relative uncertainty is presented as a function
of Eγ

T and the four different η regions considered in the analysis. The total un-
certainty on the photon energy scale and resolution is obtained by combining the
uncertainties from each individual component taking into account measured correla-
tions.
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The impact is also shown to be independent of the pseudorapidity region con-

sidered. The uncertainty varies from approximately 7% in the first Eγ
T bin

(25− 35 GeV) to 0% for Eγ
T > 200 GeV.

• Uncertainty associated with possible correlations between the transverse iso-

lation energy and photon candidate shower shape in background events: The

2D background subtraction method introduced in Section 5.1 relies on the as-

sumption that there are no correlations between values of transverse isolation

energy and photon shower shape in background events. This assumption is

equivalent to taking Rbkg = 1 for the estimation of the number of background

events in the signal region (region A). The quantity Rbkg can be calculated

directly in simulated events with the knowledge of which event is a background

or signal event. To estimate Rbkg in data requires the definition of four kine-

matic regions of background-enriched events. To do so, a second transverse

isolation energy requirement of Eiso
T ≥ 17.8 GeV + (4.2× 10−3)× Eγ

T [ GeV] is

introduced to define Regions E and F as shown in Figure 7–3. The number of

data events falling in regions B,D,E and F is used to estimate Rbkg as function

of Eγ
T. The study of Rbkg both in data and simulated event samples found the

value of Rbkg to be consistent with unity within 10 % in the kinematic region

of the cross-section measurement presented here. The measured values of Rbkg

as a function of Eγ
T are shown in Appendix E.

The impact on the cross-section measurement of changing the nominal value

of Rbkg = 1 by ±10 % is shown in Figure 7–4. The uncertainty is largest in

the lower Eγ
T region due to the smaller sample purity used for background
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Figure 7–2: Relative uncertainty on the measured photon cross-section based on
varying the fraction of fragmentation to direct photons in the PYTHIA simulation.
The relative uncertainty is presented as a function of Eγ

T and the four different η
regions considered in the analysis
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Figure 7–3: Schematic representation of the different kinematic regions defined for
the data-driven estimate of Rbkg. The dashed line represents the highest cut value
of the Eγ

T-dependent isolation boundary at Eγ
T = 1500 GeV
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subtraction in that region. The uncertainty decreases as function of increasing

Eγ
T, from approximately 10% to 0% for Eγ

T > 300 GeV.

• Uncertainty arising from the choice of requirements on the shower shape vari-

ables defining the control regions in the 2D sideband method: Considering that

the background subtraction method adopted for this analysis relies on the def-

inition of control regions, uncertainties arise from the particular choice of these

control regions. As outlined in Section 5.1, one boundary of the control regions

is defined by whether or not the leading photon fails the requirements on at

least one of three chosen shower shape variables. In order to assess the uncer-

tainty arising from the choice of variables used to define a region enhanced in

fake photons, the cross-section is measured using two other choices of variables:

whether or not the leading photon fails the requirements on a fourth shower

shape variable (wη2), and whether or not the leading photon fails the selection

on only one shower shape variables (Fside). The change to a different set of

variables to define the region enhanced in fake photons leads to a change of

Rbkg used for the background subtraction. In order to avoid double-counting

of the uncertainties this variation needs to be accounted for. The change of

Rbkg can be measured in data by comparing the new Rbkg
var value to the nominal

value of Rbkg.

Rbkg
var = RbkgR

bkg
var

Rbkg
(7.1)
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Figure 7–4: Relative uncertainty on the measured photon cross-section arising from
varying the background correlation factor (Rbkg) up and down by 10 %. The relative
uncertainty is presented as a function of Eγ

T and the four different η regions considered
in the analysis.
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The nominal value of Rbkg as previously discussed is set to 1 and therefore the

ratio of Rbkg
var and Rbkg is equal to the value of Rbkg

var . The ratio of Rbkg
var and Rbkg

only depends on regions C and D which have almost no contamination from

signal photons (especially at low Eγ
T), allowing for a data-driven measurement

of this ratio. The ratio is found to be flat as a function of Eγ
T with values

between 1.1 and 1.2 for the four different |η| regions. In order to account for

changes in the value of Rbkg, the extracted ratio values are used to calculate

the uncertainty associated to the change in cross-section when using a different

definition of cuts to define the control region.

The resulting uncertainty on the particular choice of shower shape variables

for the control region is presented in Figure 7–5. Similarly to the previous

uncertainty, as this one also effects the signal purity; the uncertainty is largest

in the lower Eγ
T region due to the smaller sample purity used for background

subtraction in that region. The uncertainty decreases as a function of increasing

Eγ
T, from approximately 2% to 0% for Eγ

T > 200 GeV.

• Uncertainty arising from the choice of requirement on the transverse isolation

energy defining the control regions in the 2D sideband method: Another uncer-

tainty (within the 2D-sideband method) arises from the chosen Eiso
T cut that

defines the second boundary of the control regions. The uncertainty is esti-

mated by varying the Eγ
T-dependent isolation cut of the control region up and

down by 1 GeV (Eiso,γ
T ≥ (7.8 ± 1) GeV + (4.2× 10−3)×Eγ

T [ GeV]). A change

in the definition of the boundary between control regions affects the calculated

signal sample purity, and therefore the final cross-section measurement. The

94



 [GeV]
γ
TE

210
3

10

R
e

la
ti
v
e

 U
n

c
e

rt
a

in
ty Photon ID control regions

­0.2

­0.15

­0.1

­0.05

0

0.05

0.1

0.15

0.2

­1
 L = 20.2fb∫ = 8 TeV sPYTHIA 

| <0.6η0<= |

Smoothed

­1
 L = 20.2fb∫ = 8 TeV sPYTHIA 

| <0.6η0<= |

Standard

 [GeV]
γ
TE

210
3

10

R
e

la
ti
v
e

 U
n

c
e

rt
a

in
ty Photon ID control regions

­0.2

­0.15

­0.1

­0.05

0

0.05

0.1

0.15

0.2

­1
 L = 20.2fb∫ = 8 TeV sPYTHIA 

| <1.37η0.6<= |

Smoothed

­1
 L = 20.2fb∫ = 8 TeV sPYTHIA 

| <1.37η0.6<= |

Standard

 [GeV]
γ
TE

210

R
e

la
ti
v
e

 U
n

c
e

rt
a

in
ty Photon ID control regions

­0.2

­0.15

­0.1

­0.05

0

0.05

0.1

0.15

0.2

­1
 L = 20.2fb∫ = 8 TeV sPYTHIA 

| <1.81η1.56<= |

Smoothed

­1
 L = 20.2fb∫ = 8 TeV sPYTHIA 

| <1.81η1.56<= |

Standard

 [GeV]
γ
TE

210

R
e

la
ti
v
e

 U
n

c
e

rt
a

in
ty Photon ID control regions

­0.2

­0.15

­0.1

­0.05

0

0.05

0.1

0.15

0.2

­1
 L = 20.2fb∫ = 8 TeV sPYTHIA 

| <2.37η1.81<= |

Smoothed

­1
 L = 20.2fb∫ = 8 TeV sPYTHIA 

| <2.37η1.81<= |

Standard

Figure 7–5: Relative uncertainty on the measured photon cross-section associated
with the definition of the background enriched control regions of photons explicitly
not fulfilling some of the quality requirements. The relative uncertainty is presented
as a function of Eγ

T and the four different η regions considered in the analysis.
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resulting effect on the nominal cross-section measurement as a function of Eγ
T is

presented in Figure 7–6. The uncertainty on the choice of transverse isolation

energy requirement in the definition of the control regions is below 0.5% over

the entire kinematic region considered.

• Uncertainty on photon identification efficiency: Event weights are applied

to MC simulated events in order to obtain a photon identification efficiency

that is statistically consistent with that measured in data. As explained in

Section 4.3.5, these event weights are extracted by the photon performance

group [71] by comparing different data-driven photon-identification efficiency

measurements with simulation. The uncertainty on the event weights reflects

the spread of those different measurement methods and their individual uncer-

tainty. The event-weight uncertainty is propagated through the analysis to the

final cross-section measurement and its relative size is shown in Figure 7–7.

An additional uncertainty is considered since the event weights were derived by

the photon performance group using a fixed cut value on the isolation trans-

verse energy (Eiso
T < 4 GeV). The analysis presented here uses instead a Eγ

T-

dependent Eiso
T cut value. Therefore, an additional uncertainty is considered to

account for the difference in the photon candidate definition used in the deriva-

tion of the MC event weights. This additional uncertainty is extracted from

MC, by taking the difference in the photon identification efficiency between the

Eγ
T-dependent isolation cut and the fixed cut value of Eiso

T < 4 GeV. The result-

ing uncertainties as a function of Eγ
T are below 0.5% except for Eγ

T > 900 GeV

in the pseudorapidity region below 0.6 where it reaches approximately 1%.
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Figure 7–6: Relative uncertainty on the measured photon cross-section based on
varying the transverse energy dependent isolation cut of the control region up and
down by 1 GeV (Eiso,γ

T ≥ (7.8 ±1) GeV+(4.2×10−3)×Eγ
T). The relative uncertainty

is presented as a function of Eγ
T and the four different η regions considered in the

analysis.
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Figure 7–7: Relative systematic uncertainty on the measured photon cross-section
arising from the uncertainty on the event weights applied to the MC to match the
identification efficiency between data and MC. The relative uncertainty is presented
as a function of Eγ

T and the four different η regions considered in the analysis.
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• Trigger efficiency uncertainty: The trigger efficiencies of all single photon trig-

gers relevant to this analysis have been measured to be above 99.6 % in the

Eγ
T range they are used. As presented in Section 3.2.5, trigger efficiencies

are measured with a statistical uncertainty of less than 0.1 %. Although the

measured trigger efficiencies are used to correct the observed number of data

events, their statistical uncertainties are considered negligible and therefore do

not contribute to the final measured cross-section uncertainty.

• Pile-up uncertainty: Possible biases associated with the changing pile-up con-

ditions during the 2012 data-taking period were estimated by splitting the data

and MC events into two sub-samples, one consisting of events with less than

15 interactions per beam crossing and one sub-sample with more than 25 in-

teractions per beam crossing. The cross-section measurements obtained with

each sub-sample are compared and found to be consistent within statistical

uncertainties.

• Uncertainty arising from the unfolding method’s dependence on the shape of

the Eγ
T simulated distributions.: As a cross-check and to estimate the depen-

dence of the unfolding to a difference in the shape of the Eγ
T distribution be-

tween data and MC simulated events, the MC events are reweighted using

a smoothing function matching the data distribution. Measurements of the

cross-section are found to change by less than 0.1 % and this uncertainty is

therefore considered negligible. The investigation of this uncertainty was not

performed by the author, however it was independently cross-checked that the

effect is negligible.
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• Uncertainty on the transverse isolation energy correction applied to MC sim-

ulated samples: The transverse isolation energy of simulated MC events is

shifted by a (∆ηγ, Eγ
T) dependent correction factor to ensure that the mean of

the Eiso
T distribution agrees with that observed in data. The correction factors

are obtained from the difference between the data and MC means of the Eiso
T

distributions. The means are extracted from a fit of the Eiso
T distributions to

a smoothed function. The Eiso
T MC corrections are varied by the equivalent of

two times the fit uncertainty used to calculate the mean value of the distribu-

tions. This yields differences in the measured cross-section of less than 0.1 %

over the entire kinematic region considered. This effect is therefore considered

negligible. The detailed study of the shift values and their uncertainties was

not performed by the author, however it was independently cross-checked that

the effect is negligible.

• Uncertainty associated to parton shower and hadronization models: PYTHIA

and SHERPA use different parton shower and hadronization models. A modelling

uncertainty is estimated by taking the difference in measured cross-section ob-

tained with each type of MC sample. To avoid double-counting systematic

effects associated with the photon fragmentation fraction in PYTHIA, a spe-

cial PYTHIA sample was prepared in which the photon fragmentation fraction

was adjusted to best match the Eγ
T distributions in data. Cross-section mea-

surements obtained with this optimized PYTHIA sample are compared with
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those obtained by SHERPA. The resulting uncertainty decreases with increas-

ing Eγ
T, from a value of approximately 2% for 25 − 35 GeV down to 0% for

Eγ
T > 100 GeV.

A summary of the main contributions to the total systematic uncertainty as a func-

tion of Eγ
T is presented in Figure 7–8. At high Eγ

T, the total uncertainty is mostly

dominated by the uncertainty on the photon energy scale. Even though the energy

scale uncertainty is relatively small and flat at approximately 1 % for Eγ
T > 200 GeV

an increasing impact on the cross-section as a function of Eγ
T is measured. This ef-

fect is understood since the cross-section is measured in finite bin sizes of Eγ
T. Each

bin represents the summation of all events falling in the defined Eγ
T bin range. The

number of events in this measurement is strongly decreasing as a function of Eγ
T,

therefore the number of events close to the lower Eγ
T boundary of the bin will be

much higher than at the high one. A relative shift such as the energy scale uncer-

tainty will therefore be enhanced since more events are shifted in/out at the lower

edge of the bin compared to the higher one. In addition, larger bin sizes enhance

the effect since this increases the different number of events contributing to each Eγ
T

bin boundary. At low Eγ
T the uncertainties arising from the unknown fraction of

fragmentation to direct photons and from sensitivity to changes in Rbkg value are

the dominant contributions to the total systematic uncertainty. In addition, the Eγ
T

independent uncertainty of the integrated luminosity of ±2.8 % is shown but not

included in the calculation of the total uncertainty.
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Figure 7–8: Summary plot of the main systematic uncertainties contributing to the
measurement presented in this thesis. The summary of the main systematic uncer-
tainties is presented as a function of Eγ

T and the four different η regions considered
in the analysis.
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7.4 Uncertainties Associated to NLO Calculations

Uncertainties associated to the NLO calculations are extracted by generating large

samples using the same NLO generator, while changing the input of the source of

systematic uncertainty.

• The scale uncertainties are evaluated by varying the renormalization, factoriza-

tion and fragmentation scales2 independently and coherently to values of Eγ
T/2

and 2Eγ
T. This procedure to estimate the size of scale uncertainty is motivated

by Reference [72]. Relative differences in the simulated Eγ
T distributions due to

each scale variation are added in quadrature. The combined scale uncertainty

is found to be approximately 20 % at the high and low end of the measured Eγ
T

spectrum with a minimum of 12 % at around 150 GeV.

• The PDF uncertainty on the differential cross-section due to insufficient knowl-

edge of the PDFs is obtained by repeating the JETPHOX calculations for 52

eigenvector sets of the CT10 PDF and applying a scaling factor in order to

obtain the uncertainty for the 68% confidence-level (CL) interval [72]. The

corresponding uncertainty on the cross-section increases with Eγ
T and varies

between 5% at Eγ
T ' 100 GeV and 15% at Eγ

T ' 900 GeV.

2 The nominal value of the scale factors is set to be equal to the transverse energy
of the photon.
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• The uncertainty due to the value of the strong coupling constant αs used

in the NLO calculation is evaluated following the recommendation of Refer-

ence [73]. The JETPHOX prediction (CT10 PDF) was repeated with αs values

varied by ±0.002 around the central value of 0.118 and then scaled to obtain

an uncertainty that corresponds to a 68% CL interval. The αs uncertainty

on the differential cross-section is flat at approximately 10 % over the entire

Eγ
T range in the barrel region (|η| < 1.37) with the exception of the region

Eγ
T > 1100 GeV where the uncertainty increases to 15 %. In the forward re-

gion (1.56 ≤ |η| < 2.37) the αs uncertainty on the differential cross-section

decreases from approximately 10 % to 1 % as a function of Eγ
T.

• The uncertainty arising from hadronization and underlying event correction

factors is evaluated using two alternative hadronization and underlying event

models: PYTHIA which uses a LUND string model [57] of hadronization, and

SHERPA samples produced using a modified version of the cluster hadronization

model [60]. The study is performed with the same photon isolation cuts as the

main analysis (∆R = 0.4 and the Eγ
T-dependent cut). The hadronization and

underlying event correction were found to be close to unity for both models

with a small deviation of maximally 2% at low Eγ
T. For comparisons with

the measured cross-section, the hadronization and underlying event correction

factor is taken to be 1. An Eγ
T-dependent uncertainty is however assigned based

on the largest deviation from unity between the two models.

104



CHAPTER 8
Results

This chapter presents the final results of the prompt isolated photon cross-section

measurement. The results are compared to LO and NLO theoretical predictions. The

measurement is also compared to previous results of prompt photon cross-section

measurements.

8.1 Final Cross-Section

The inclusive prompt photon production cross-section is measured as a function of

Eγ
T, in four distinct regions of photon pseudorapidity. In a given η region, the cross-

section in each Eγ
T bin is calculated using

dσ

dEγ
T

=
Ndata · 1

PS
· psig · 1

Cbin−by−bin∫
Ldt ·∆Eγ

T · εtrigger
, (8.1)

where Ndata represents the number of events with at least one signal photon, PS is the

photon trigger prescale factor for the trigger used to populate events in the particular

Eγ
T bin, psig represents the purity of the selected signal sample and Cbin−by−bin is

the unfolding correction factor. The symbol
∫
Ldt is the integrated luminosity of

20.2 fb−1, εtrigger represents the photon trigger efficiency and ∆Eγ
T is the width of

the transverse energy bin in GeV.
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The measured cross-section as a function of Eγ
T is presented in Figure 8–1 for the

four relevant η regions. The measurement is compared to NLO predictions obtained

with JETPHOX using the CT10 PDF set. For illustration purposes the cross-section

values in the different η regions are scaled by the scale factors shown on the plot.

The statistical and systematic uncertainties of the measured cross-section as well

as the uncertainties on the NLO predictions are included but generally too small

to be visible. The good agreement of the measured cross-section as a function of

Eγ
T with the NLO predictions in all four pseudorapidity regions can be seen. The

measured cross-section value in each (Eγ
T, η) bin and its corresponding statistical

and systematic uncertainties are tabulated in Appendix C.

In order to better visualize the large range of cross-section values over several orders

of magnitudes, ratios of the predicted to the measured cross-section are presented

in Figure 8–2. The statistical uncertainty of the data is represented by the small

horizontal lines visible on some of the vertical error bars. The total (statistical and

systematic) uncertainty on the measured cross-section is shown as the full error bar.

The total uncertainty on the NLO predictions is shown as a grey band which in-

cludes the scales, PDF, αs, and hadronization and underlying event uncertainties.

The largest component to the total uncertainty, the scales (µR, µF and µf ) uncer-

tainty, is shown separately as the light grey portion of the total uncertainty band.

The NLO theoretical predictions are able to reproduce the magnitude and Eγ
T de-

pendence of the measured cross-section in all four η regions within uncertainties.

Slightly smaller cross-section values (10 − 15 %) are predicted up to Eγ
T of approx-

imately 650 GeV. The difference reduces for higher transverse photon energies. For
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Figure 8–1: Differential cross-section as a function of Eγ
T in four η regions (scaled,

for presentation purposes, by the factors specified in the legend). The measurements
(markers) are compared to NLO predictions obtained with JETPHOX using the CT10
PDF set. The statistical and systematic uncertainties of the measured cross-section
as well as the uncertainties on the NLO predictions are included but generally too
small to be visible.
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the very highest photon energies 1100 ≤ Eγ
T < 1500 the prediction overestimates the

measurement. The good description of the Eγ
T dependence by JETPHOX, especially

in the region Eγ
T < 300 GeV indicates that the fragmentation fraction is well re-

produced by the predictions. The fragmentation fraction itself is Eγ
T dependent and

dominates the region Eγ
T < 300 GeV, thereby affecting the overall Eγ

T dependence of

the cross-section measurement. Apart from the statistically dominated high trans-

verse energy region, the uncertainties on the measured cross-section are smaller than

the theoretical uncertainties. The theoretical uncertainties are mainly constant as a

function of Eγ
T with a size of approximately 15 %. The experimental uncertainties

decrease as a function of Eγ
T from around 12 % at Eγ

T = 25 GeV to a few percent1 up

to the statistically dominated high Eγ
T regions of the measured cross-section.

Comparisons of the measured cross-section to LO (PYTHIA and SHERPA) predictions

are also presented in Figure 8–2. Both LO MC generators are able to reproduce the

magnitude and shape of the measured cross-section as a function of Eγ
T in the four

η regions. For photons with lower transverse energy (Eγ
T < 200 GeV) increasing

deviations from the measured cross-section value can be observed. SHERPA tends

to underestimate whereas PYTHIA to overestimate the measured cross-section. The

fragmentation fraction is the highest in this region of transverse photon energy. The

1 In the region 1.56 ≤ |η| < 1.81 the larger energy scale uncertainty increases the
experimental uncertainty by approximately 3% compared to the other pseudorapidity
regions.
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Figure 8–2: Ratio of predicted to measured cross-section as function of Eγ
T in four

η regions. The black markers represent the data and the combined statistical and
systematic experimental uncertainty on the measurement. The statistical component
of the uncertainty is indicated by a small horizontal tick mark visible on some of
the vertical error bars. The measured cross-section is compared to both LO and
NLO predictions. The total uncertainty on the NLO predictions is shown as a grey
band which includes the scales, PDF, αs, and hadronization and underlying event
uncertainties. The largest component to the total uncertainty, the scales (µR, µF and
µf ) uncertainty, is shown separately as the light grey portion of the total uncertainty
band.

limitation in the description of the fragmentation photons at leading-order is likely

the source of this trend.

Comparisons of the measured cross-section and NLO predictions obtained using dif-

ferent input PDFs are shown in Figure 8–3. The relatively large total theoretical

uncertainty, as compared to the small dependence of the predictions on the PDFs,

does not make it possible to make any statistically significant distinction between
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PDFs. Nevertheless, the improved description of the shape of the differential cross-

section, along with reduced experimental uncertainties, should make it possible to

use the cross-section measurements to reduce uncertainties on the PDF. For exam-

ple, the impact of the results on the gluon PDF and its uncertainty can be inferred

from a PDF sensitivity study [74] performed using the results of the previous ATLAS

measurements [11]. A main limitation is the large scale uncertainty (over 20 %) on

the predicted photon cross-section. A reduction of this uncertainty could be provided

through next-to-next-to leading order (NNLO) prediction that unfortunately are not

yet available for the photon production process.

In this analysis, the differential cross-section as a function of pseudorapidity is not

explicitly measured, the reason being that the differential cross-section as a function

of η corresponds to the cross-section integrated over the whole Eγ
T spectrum. Since

the cross-section is largest at low Eγ
T, the η dependence of the cross-section is domi-

nated by events with low transverse energy photons. Therefore, the extended energy

reach of the measurement presented here does not provide additional information

beyond what was measured in previous ATLAS measurements [9–11]. The division

of the measured cross-section as a function of Eγ
T into four pseudorapidity bins how-

ever provides insight into the cross-section dependence on η for different values of

Eγ
T.

8.2 Event Display

In order to ensure the quality of this analysis, 3-dimensional visual representations

of all events with Eγ
T > 1 TeV were visually cross-checked to ensure that events
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Figure 8–3: The measured cross-section is compared to NLO predictions obtained
with JETPHOX using four different PDF sets (CT10, MSTW, NNPDF2.3 and Hera-
PDF1.5). The black markers represent the data and the combined statistical and
systematic experimental uncertainty on the measurement. The statistical component
of the uncertainty is indicated by a small horizontal tick mark visible on some of the
vertical error bars. The total uncertainty on the NLO predictions is shown as a grey
band which includes the scales, PDF, αs, and hadronization and underlying event
uncertainties. The largest component to the total uncertainty, the scales (µR, µF and
µf ) uncertainty, is shown separately as the light grey portion of the total uncertainty
band.
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selected displayed a signature compatible with the production of direct photons in

proton-proton collisions. Figure 8–4 shows the graphical representation of the event

with the highest detected photon transverse energy of Eγ
T = 1.5 TeV recorded during

2012 at a centre-of-mass energy of 8 TeV. It shows how the transverse energy of the

photon is balanced by the transverse momentum of a jet (pT = 1.3 TeV). This type

of event signature is compatible with that expected from processes leading to the

direct production of photons.

8.3 Comparisons to Other Analyses

As mentioned in Section 1.2, the inclusive prompt photon cross-section has been mea-

sured before in proton-proton collisions. This section highlights differences between

previous measurements and measurements presented in this thesis. The ATLAS col-

laboration reported the measurement of the inclusive prompt photon cross-section

in proton-proton collisions at
√
s = 7 TeV in three separate papers [9–11]. These

three sets of measurements covered different regions of photon transverse energy and

pseudorapidity. Figure 8–5 shows the region of phase space, expressed in terms of Q2

and x, covered by the three previous ATLAS measurements and the measurements

presented in this thesis2 . The measurements presented here extend to higher trans-

verse photon energy, and in the lower Eγ
T region, probe a new kinematic region at low

x values. The results, especially at high Eγ
T and large η values, may be incorporated

2 The direct translation of Q2 into Eγ
T and x = Q√

s
e±η is based on the massless

properties of the photon (rapidity = pseudorapidity) and is only exact for direct
photon production through a 2→ 2 process.
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Figure 8–4: Event display of event number 44653203 in run number 205016. The
photon candidate is identified as the yellow cluster of deposited energy in the elec-
tromagnetic calorimeter at η = 0.53. The photon candidate is measured to have a
transverse energy of 1.5 TeV. The white triangular region indicates the direction of
a reconstructed jet with transverse momentum of 1.3 TeV. The photon candidate is
categorized as unconverted and has an isolation energy of 0.23 GeV.
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phase space coverage is expressed in terms of the interaction momentum transfer,
Q2 (related to the photon transverse energy Eγ

T), and proton momentum fraction
x (related to the photon pseudorapidity η). The theoretically maximum kinematic
phase space reach of the LHC at a given centre-of-mass energy is also shown. The
minimum attainable Q2 values are taken as the minimum Eγ

T trigger thresholds that
were available during the different ATLAS data taking periods.
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in PDF fits to further reduce the relatively large gluon PDF uncertainty at high Q2

and larger x values. Table 8–1 summarizes the different transverse energy and pseu-

dorapidity regions covered by each ATLAS measurement. Another distinguishing

feature between the different analyses is the choice of the requirements applied to

the photon transverse isolation energy. All previous measurements are based on a

fixed Eiso
T cut value independent of Eγ

T. In contrast, the analysis presented here uses

an Eγ
T-dependent transverse isolation energy cut. Given the differences in the event

selection and centre-of-mass energy, a comparison between the different values of

measured cross-section is only approximate. A comparison of the statistical and sys-

tematic uncertainties however is straightforward and can reveal the predictive power

of each analysis. Figure 8–6 shows this comparison to previous measurements. A

reduction of statistical3 and systematic uncertainty is clearly visible throughout the

entire Eγ
T range considered. Compared to previous analyses the excluded pseudora-

pidity region4 in the measurement presented here is adjusted by increasing the upper

exclusion value from 1.52 to 1.56. Therefore, the third pseudorapidity bin is slightly

smaller compared to previous measurements. It is worth pointing out that the com-

parison of uncertainties is not exact since the cross-section measurements using 2011

data were only divided into two η regions, while other analyses were divided into

3 The statistical uncertainty is reduced even in the low Eγ
T region where photon

triggers were prescaled in 2012.

4 The reconstruction efficiency and photon energy scale is not as precisely mea-
sured in the transition region (1.37 ≤ |η| < 1.56) of the electromagnetic calorimeter
from the barrel to the end-caps than in other regions of the calorimeter.
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Year Int. Luminosity Eγ
T Range (GeV) η regions Eiso

T (GeV)
2010 880nb−1 15 < Eγ

T < 100 0-1.37, 1.52-1.81 < 3 GeV
1.52-1.81

2010 35 pb−1 45 < Eγ
T < 400 0-1.37, 1.52-2.37 < 3 GeV

1.52-1.81,1.81-2.37
2011 4.6 fb−1 100 < Eγ

T < 1000 0-1.37, 1.52-2.37 < 7 GeV
20125 20.2 fb−1 25 < Eγ

T < 1500 0-0.6, 0.6-1.37, Eγ
T -dependent

1.56-1.81,1.81-2.37

Table 8–1: Summary of the different transverse energy ranges and pseudorapidity
regions included in each ATLAS measurement. The transverse isolation energy re-
quirement used in each analysis is also listed.

four η regions. The significant reduction in systematic uncertainties in the barrel

region for Eγ
T > 100 GeV is largely due to a different approach at estimating the

systematic uncertainty associated with the parton shower and hadronization models

used in simulated events.

The CMS collaboration has also measured the inclusive prompt photon production

cross-section in proton-proton collisions at
√

(s) = 7 TeV [8]. The cross-section was

measured by the CMS collaboration in one region of |η| < 1.45 and for transverse pho-

ton energies of 21 < Eγ
T < 300 GeV. The CMS analysis uses an isolation requirement

of 5 GeV for simulated events and three different isolation criteria for reconstructed

photon candidates corresponding to three different subsystems of the CMS detector

(track isolation < 2.2 GeV, electromagnetic calorimeter isolation < 4.2 GeV and

hadronic calorimeter isolation < 2.2 GeV).

The results on prompt photon cross-section from previous ATLAS [9–11] measure-

ments, CMS [8], D0 [6] and CDF [7] are compared and found to be consistent with
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Figure 8–6: The relative size of the statistical and systematic uncertainties for all
four inclusive prompt photon cross-section measurements performed with the ATLAS
detector. The left column shows a comparison of the relative total systematic un-
certainty without including the luminosity uncertainty. The right column shows a
comparison of the total relative statistical uncertainty of the measurements. Each
row corresponds to measurements performed in a different η region.
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NLO calculations from JETPHOX. These measurements have also observed an overall

normalization offset of the NLO predictions of the order of 10 %. Nevertheless, all

previous measurements observed a relative difference between data and NLO predic-

tions that varied as function of Eγ
T, in the region Eγ

T < 100 GeV. This effect is not

seen in the measurement presented here.
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CHAPTER 9
Conclusion & Outlook

The inclusive differential cross-section of isolated prompt photons is measured in

proton-proton collisions at a centre-of-mass energy of
√
s = 8 TeV using 20.2 fb−1of

collision data collected with the ATLAS detector at the LHC. This represents the

most precise measurement of the prompt photon production cross-section in hadron

collisions to date. The differential cross-section is measured separately in four dif-

ferent regions of photon pseudorapidity: |η| < 0.6, 0.6 ≤ |η| < 1.37, 1.56 ≤ |η| <

1.81, 1.81 ≤ |η| < 2.37. The four pseudorapidity regions, in increasing value of

pseudorapidity, cover, respectively, the transverse photon energy ranges 25 GeV ≤

Eγ
T < 1500 GeV (|η| < 0.6), 25 GeV ≤ Eγ

T < 1100 GeV (0.6 ≤ |η| < 1.37), and

25 GeV ≤ Eγ
T < 650 GeV (1.56 ≤ |η| < 1.81, and 1.81 ≤ |η| < 2.37). These

measurements of the inclusive prompt photon differential cross-section extend to

substantially higher values of transverse photon energy as compared to previous

ATLAS measurements. Both statistical and systematic uncertainties on the mea-

surements are typically reduced by more than a factor of 2 compared to previous

measurements [9–11]. Results are compared with leading order and next-to-leading

order perturbative QCD calculations and are found to be in good agreement, as a

function of Eγ
T, over nine orders of magnitude.
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Overall, taking into account theoretical uncertainties, next-to-leading order QCD

predictions are statistically compatible with the measured differential cross-section.

The Eγ
T dependence of the measured cross-section is well reproduced by next-to-

leading order predictions, up to an overall normalization factor of approximately

1.10 − 1.15. Previous measurements of the prompt photon differential cross-section

performed by ATLAS and CMS have also observed a similar offset (of order 10 %)

in the overall normalization of the NLO predictions. The source of this overall

normalization offset of the NLO predictions still needs to be investigated. Changes in

NLO cross-section predictions associated with the use of different PDF sets (CT10,

HeraPDF1.5, NNPDF2.3 and MSTW2008NLO) are observed to be much smaller

(factor of 3 or more) than the overall theoretical uncertainty on the predictions.

It is therefore not possible to make any statistically significant distinction between

PDF sets based on a comparison with the measured cross-section. Nevertheless, the

adequacy of the predicted Eγ
T dependence of the cross-section calculated at next-to-

leading order, along with reduced experimental uncertainties should make it possible

to use the cross-section measurements as input to a global PDF fit in order to reduce

uncertainties on the PDFs.

The inclusion of the cross-section measurement into a global PDF fit, by the PDF

community, will be an important next step in order to fully explore the impact of the

results presented in this thesis. In addition, the measurement would greatly benefit

from a reduction of the dominant theoretical uncertainty, the scales uncertainty. This

is especially true for the intermediate Eγ
T range where the experimental uncertainties
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are only a few percent. A reduction could be accomplished through NNLO predic-

tions of the photon production cross-section that are unfortunately not yet available.

In the future the reduction of theoretical scales uncertainty will become even more

important as the statistics increase at high Eγ
T values from higher luminosity runs

at the LHC at centre-of-mass energies of 13 TeV and 14 TeV. The significant increase

in centre-of-mass energies at the LHC will allow to measure the cross-section at Eγ
T

values of multiple TeV and test the predictions of the SM in new regions of phase

space. The measurement at high Eγ
T can further provide constraints on the large

gluon PDF uncertainties at large values of momentum fraction x. In addition, mea-

surements of the cross-section at small Eγ
T will allow to test the predictions of the

SM at small values of x previously not accessible. The gluon PDF uncertainties are

of the same relative magnitude at low x values as they are for high x values. For

ongoing and upcoming runs at the LHC it is therefore important to keep the Eγ
T

threshold for photons as low as possible.
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APPENDIX A
Cross-check of unfolding procedure

Results obtained from unfolding detector effects from the cross-section measure-

ment using a bin-by-bin procedure were cross-checked using an unfolding iterative

approach based on Bayes Theorem [75]. This method iteratively1 unfolds the differ-

ential cross-section by using as the truth level distribution the unfolded distribution

obtained from the previous iteration of the unfolding procedure. Figure A–1 shows

the relative differences on the final cross-section measurement obtained using either

the bin-by-bin or the Bayes theorem method for unfolding the detector effects. The

uncertainties shown in Figure A–1 correspond to the statistical uncertainty on the

measured cross-section since any systematic uncertainty is canceled in the direct

comparison of the methods. Both unfolding methods yield the same results within

statistical uncertainties which validates the simpler choice of using the bin-by-bin

unfolding procedure for the cross-section measurement.

1 The unfolding is done using in the first iteration the original MC distribution as
the prior of the Bayes theorem. In subsequent iterations, the unfolded distribution
obtained in the previous iteration is used as the prior for the next iteration. In this
analysis the result converges after four iterations.
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Figure A–1: Comparison of the unfolded differential cross-section as a function of
Eγ

T in four η regions using either the bin-by-bin method or the Bayes theorem to
unfold the data. For illustration purposes the ratio with respect to the nominal
differential cross-section (bin-by-bin method to unfold) is shown. The uncertainty
bars correspond to only the statistical uncertainty of the measured cross-section.
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APPENDIX B
Distribution of the geometrical match ∆R between identified and

truth-level photons measured in MC simulated events.

The distribution of ∆R =
√

∆η2 + ∆φ2 between identified and truth-level photons

is shown in Figure B–1 using simulated MC events (PYTHIA and SHERPA). Based

on these distributions a value of ∆R < 0.2 was chosen to define a match between

identified photons at detector level and truth-level photons.
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Figure B–1: The ∆R distribution between identified and truth-level photons obtained
using PYTHIA (left) and SHERPA (right).

125



APPENDIX C
Measured inclusive prompt photon cross-section and uncertainties

The measured inclusive prompt photon cross-section values in each Eγ
T bin with its

associated statistical and systematic uncertainties are tabulated in Table C–1 for

|η| < 0.6, Table C–2 for 0.6 ≤ |η| < 1.37, Table C–3 for 1.56 ≤ |η| < 1.81, and

Table C–4 for 1.82 ≤ |η| < 2.37.
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EγT bin [GeV] dσγ/dEγT Stat. Unc. Sys. Unc. [pb/GeV]

25− 35 1.03 ±0.00 +0.11
−0.11 ×103

35− 45 3.01 ±0.01 +0.23
−0.22 ×102

45− 55 1.15 ±0.01 +0.06
−0.06 ×102

55− 65 5.02 ±0.02 +0.20
−0.20 ×101

65− 75 2.53 ±0.01 +0.08
−0.08 ×101

75− 85 1.37 ±0.01 +0.03
−0.03 ×101

85− 105 6.36 ±0.03 +0.11
−0.11 ×100

105− 125 2.54 ±0.01 +0.03
−0.03 ×100

125− 150 1.09 ±0.00 +0.01
−0.01 ×100

150− 175 4.83 ±0.02 +0.07
−0.07 ×10−1

175− 200 2.34 ±0.01 +0.03
−0.03 ×10−1

200− 250 9.82 ±0.05 +0.14
−0.15 ×10−2

250− 300 3.42 ±0.02 +0.05
−0.06 ×10−2

300− 350 1.41 ±0.01 +0.02
−0.03 ×10−2

350− 400 6.55 ±0.10 +0.13
−0.13 ×10−3

400− 470 2.84 ±0.05 +0.06
−0.06 ×10−3

470− 550 1.13 ±0.03 +0.03
−0.02 ×10−3

550− 650 4.04 ±0.15 +0.10
−0.10 ×10−4

650− 750 1.39 ±0.09 +0.04
−0.04 ×10−4

750− 900 4.35 ±0.42 +0.12
−0.13 ×10−5

900− 1100 9.33 ±1.70 +0.30
−0.30 ×10−6

1100− 1500 6.11 ±3.80 +0.25
−0.25 ×10−7

Table C–1: The measured inclusive prompt photon cross-section in each Eγ
T bin with

its associated statistical and systematic uncertainties in the region |η| < 0.6.
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EγT bin [GeV] dσγ/dEγT Stat. Unc. Sys. Unc. [pb/GeV]

25− 35 1.34 ±0.00 +0.17
−0.17 ×103

35− 45 3.87 ±0.01 +0.33
−0.31 ×102

45− 55 1.44 ±0.01 +0.08
−0.08 ×102

55− 65 6.60 ±0.03 +0.25
−0.25 ×101

65− 75 3.30 ±0.01 +0.09
−0.09 ×101

75− 85 1.77 ±0.01 +0.04
−0.04 ×101

85− 105 8.19 ±0.03 +0.16
−0.16 ×100

105− 125 3.23 ±0.01 +0.06
−0.06 ×100

125− 150 1.39 ±0.00 +0.03
−0.03 ×100

150− 175 6.15 ±0.02 +0.13
−0.13 ×10−1

175− 200 3.01 ±0.02 +0.07
−0.06 ×10−1

200− 250 1.24 ±0.05 +0.03
−0.03 ×10−1

250− 300 4.30 ±0.03 +0.11
−0.11 ×10−2

300− 350 1.66 ±0.02 +0.05
−0.05 ×10−2

350− 400 7.54 ±0.11 +0.23
−0.23 ×10−3

400− 470 3.08 ±0.05 +0.10
−0.10 ×10−3

470− 550 1.16 ±0.03 +0.04
−0.04 ×10−3

550− 650 3.81 ±0.15 +0.14
−0.15 ×10−4

650− 750 1.24 ±0.09 +0.05
−0.05 ×10−4

750− 900 2.96 ±0.35 +0.13
−0.13 ×10−5

900− 1100 7.22 ±1.78 +0.36
−0.35 ×10−6

Table C–2: The measured inclusive prompt photon cross-section in each Eγ
T bin with

its associated statistical and systematic uncertainties in the region 0.6 ≤ |η| < 1.37
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EγT bin [GeV] dσγ/dEγT Stat. Unc. Sys. Unc. [pb/GeV]

25− 35 4.41 ±0.02 +0.55
−0.54 ×102

35− 45 1.34 ±0.01 +0.11
−0.11 ×102

45− 55 4.82 ±0.05 +0.29
−0.28 ×101

55− 65 2.15 ±0.02 +0.10
−0.10 ×101

65− 75 1.07 ±0.01 +0.05
−0.04 ×101

75− 85 5.76 ±0.06 +0.25
−0.25 ×100

85− 105 2.69 ±0.02 +0.13
−0.13 ×100

105− 125 1.01 ±0.01 +0.05
−0.05 ×100

125− 150 4.37 ±0.02 +0.26
−0.27 ×10−1

150− 175 1.88 ±0.01 +0.13
−0.13 ×10−1

175− 200 8.97 ±0.10 +0.69
−0.69 ×10−2

200− 250 3.48 ±0.03 +0.29
−0.30 ×10−2

250− 300 1.09 ±0.01 +0.10
−0.10 ×10−2

300− 350 3.75 ±0.08 +0.40
−0.41 ×10−3

350− 400 1.52 ±0.05 +0.18
−0.19 ×10−3

400− 470 5.10 ±0.22 +0.63
−0.69 ×10−4

470− 550 1.27 ±0.10 +0.18
−0.20 ×10−4

550− 650 2.70 ±0.40 +0.46
−0.50 ×10−5

Table C–3: The measured inclusive prompt photon cross-section in each Eγ
T bin with

its associated statistical and systematic uncertainties in the region 1.56 ≤ |η| < 1.81.
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EγT bin [GeV] dσγ/dEγT Stat. Unc. Sys. Unc. [pb/GeV]

25− 35 9.45 ±0.02 +1.06
−1.03 ×102

35− 45 2.83 ±0.01 +0.21
−0.21 ×102

45− 55 1.03 ±0.01 +0.06
−0.06 ×102

55− 65 4.47 ±0.02 +0.18
−0.18 ×101

65− 75 2.15 ±0.01 +0.07
−0.07 ×101

75− 85 1.17 ±0.01 +0.03
−0.03 ×101

85− 105 5.36 ±0.03 +0.13
−0.13 ×100

105− 125 2.04 ±0.01 +0.04
−0.04 ×100

125− 150 8.27 ±0.03 +0.17
−0.17 ×10−1

150− 175 3.31 ±0.07 +0.07
−0.07 ×10−1

175− 200 1.51 ±0.01 +0.04
−0.04 ×10−1

200− 250 5.40 ±0.03 +0.15
−0.15 ×10−2

250− 300 1.42 ±0.02 +0.05
−0.05 ×10−2

300− 350 4.18 ±0.09 +0.17
−0.18 ×10−3

350− 400 1.34 ±0.05 +0.06
−0.07 ×10−3

400− 470 3.86 ±0.19 +0.20
−0.21 ×10−4

470− 550 7.16 ±0.76 +0.38
−0.40 ×10−5

550− 650 1.08 ±0.25 +0.05
−0.05 ×10−5

Table C–4: The measured inclusive prompt photon cross-section in each Eγ
T bin with

its associated statistical and systematic uncertainties in the region 1.82 ≤ |η| < 2.37.
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APPENDIX D
MC transverse isolation energy corrections

The transverse isolation energy of photon candidates in MC simulated events is

shifted such that the peak of the distribution obtained using MC simulated events

matches that measured in data. The shift values for each Eγ
T and η bin are listed in

Table D–1 for PYTHIA and Table D–2 for SHERPA.
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PYTHIA (GeV) |ηγ| <0.6 0.6< |ηγ| <1.37 1.56< |ηγ| <1.81 1.81< |ηγ| <2.37
25 < Eγ

T < 35 0.06 0.17 0.09 0.11
35 < Eγ

T < 45 0.07 0.27 0.05 0.17
45 < Eγ

T < 55 0.10 0.32 0.23 0.19
55 < Eγ

T < 65 0.14 0.34 0.19 0.25
65 < Eγ

T < 75 0.14 0.39 0.22 0.26
75 < Eγ

T < 85 0.17 0.41 0.24 0.27
85 < Eγ

T < 105 0.10 0.51 0.24 0.33
105 < Eγ

T < 125 0.10 0.60 0.29 0.42
125 < Eγ

T < 150 0.14 0.73 0.40 0.49
150 < Eγ

T < 175 0.18 0.89 0.47 0.54
175 < Eγ

T < 200 0.16 1.02 0.49 0.73
200 < Eγ

T < 250 0.18 1.19 0.59 0.66
250 < Eγ

T < 300 0.31 1.39 0.43 0.68
300 < Eγ

T < 350 0.33 1.62 0.47 0.78
350 < Eγ

T < 400 0.26 1.82 0.41 0.65
400 < Eγ

T < 470 0.33 1.87 0.41 0.82
470 < Eγ

T < 550 0.60 2.34 -0.51 1.07
550 < Eγ

T < 650 0.23 2.74 -0.51 1.07
650 < Eγ

T < 750 1.09 2.64 - -
750 < Eγ

T < 900 1.41 3.44 - -
900 < Eγ

T < 1100 0.94 4.58 - -
1100 < Eγ

T < 1500 0.94 - - -

Table D–1: PYTHIA correction values applied to shift the mean value of the transverse
isolation energy (Eiso

T ) distributions to match the measured data mean value of Eiso
T .

The shift values are quoted in GeV.
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SHERPA (GeV) |ηγ| <0.6 0.6< |ηγ| <1.37 1.56< |ηγ| <1.81 1.81< |ηγ| <2.37
25 < Eγ

T < 35 -0.02 0.11 0.08 0.09
35 < Eγ

T < 45 0.02 0.19 0.08 0.13
45 < Eγ

T < 55 -0.01 0.25 0.15 0.20
55 < Eγ

T < 65 0.09 0.29 0.15 0.23
65 < Eγ

T < 75 0.05 0.34 0.18 0.25
75 < Eγ

T < 85 0.14 0.43 0.19 0.32
85 < Eγ

T < 105 0.06 0.42 0.26 0.31
105 < Eγ

T < 125 0.06 0.54 0.30 0.37
125 < Eγ

T < 150 0.12 0.68 0.36 0.47
150 < Eγ

T < 175 0.11 0.84 0.52 0.56
175 < Eγ

T < 200 0.05 0.93 0.60 0.57
200 < Eγ

T < 250 0.17 1.12 0.45 0.60
250 < Eγ

T < 300 0.32 1.31 0.42 0.60
300 < Eγ

T < 350 0.26 1.57 0.37 0.67
350 < Eγ

T < 400 0.26 1.83 0.36 0.61
400 < Eγ

T < 470 0.31 1.85 0.41 0.78
470 < Eγ

T < 550 0.56 2.34 -0.51 1.03
550 < Eγ

T < 650 0.16 2.72 -0.51 1.03
650 < Eγ

T < 750 1.13 2.64 - -
750 < Eγ

T < 900 1.43 3.36 - -
900 < Eγ

T < 1100 0.87 4.53 - -
1100 < Eγ

T < 1500 0.87 - - -

Table D–2: SHERPA correction values applied to shift the mean value of the transverse
isolation energy (Eiso

T ) distributions to match the measured data mean value of Eiso
T .

The shift values are quoted in GeV.
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APPENDIX E
Uncertainty estimate of Rbkg used in the 2D sideband method

The uncertainty assigned to the value of Rbkg used in the background subtraction

method is estimated in data by measuring Rbkg in the non-isolated regions of the 2D

sideband method. The non-isolated region is divided into regions B,D,E and F as

shown in Figure 7–3. Figure E–1 shows the measured values of Rbkg as a function

of Eγ
T in the four pseudorapidity regions. Based on the measurements presented in

Figure E–1, a value of Rbkg = 1.0 ± 0.1 is used to calculate the final cross-section

results.
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Figure E–1: Background ratio Rbkg measured in data in the non-isolated regions
B,D,E and F shown in Figure 7–3.

135



APPENDIX F
Distributions of the nine discriminating variables used within the

photon identification.

The distributions of the nine discriminating variables used to separate the signal

photons from background photons (mainly originating within jets) as part of the

photon identification for unconverted and converted photons are shown in Figure F–

1 and Figure F–2 respectively. The specific cut values are adjusted as a function of

Eγ
T and |η| in order to maximally explore the differences in shower shape of signal

and background photons.
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Figure F–1: Normalized distributions of the nine discriminating variables in the
region |η| < 0.6 for Eγ

T > 20 GeV for true (filled) and fake photons identified as
unconverted [65].
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Figure F–2: Normalized distributions of the nine discriminating variables in the
region |η| < 0.6 for Eγ

T > 20 GeV for true (filled) and fake photons identified as
converted [65].
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