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Preface

The current understanding of nature at its elementary level is condensed in a physical

theory known as the Standard Model. While it has been extraordinarily successful in de-

scribing almost all known phenomena in particle physics with astonishing precision since the

1970s, it is also commonly agreed upon that it can only be an approximation of more fun-

damental laws of physics, which have yet to be discovered. Supersymmetry is an attractive

candidate for an extension of the Standard Model since it recovers many of its deficiencies

and, maybe, constitutes an important milestone on the road to a theory of everything.

There are good reasons to believe that if supersymmetry exists, it will make itself appar-

ent at the so-called weak energy scale. With the start of the Large Hadron Collider, a new

era in particle physics has therefore begun, since it will be possible to thoroughly probe this

scale for the first time. The experiments at the Large Hadron collider will also search for

the last big missing piece of the Standard Model, the elusive Higgs boson, and potentially

unveil the cause for the associated electroweak symmetry breaking, which gives rise to the

masses of the particles and may well be connected with supersymmetry. This thesis presents

the author’s contribution to the search for supersymmetry in final states which contain a

single high-energetic electron or muon, using data recorded by the ATLAS experiment until

the end of 2010.

A crucial prerequisite for the search for supersymmetry or any other new physics phe-

nomenon is the precise simulation of known Standard Model processes. Due to shortcomings

in the modeling or an incomplete understanding of detector effects, the measurements will

always systematically deviate from the predictions. A novel method, which incorporates

such deviations into an improved model, is presented. It combines information from the sim-

ulation and from the data, obtained by control measurements, in a statistically well-defined

manner.

The thesis is organized as follows. Part I gives a brief description of the physics at the

ATLAS experiment, focusing on the supersymmetric extension of the Standard Model of

particle physics and the detector design itself. It serves as an introduction to Part II, which

presents the search for supersymmetric particles in single-lepton final states with ATLAS.

Part II starts by discussing the prospects of a potential discovery of supersymmetry in proton-

proton collisions at the design centre-of-mass energy of 14 TeV, followed by a presentation

of the one-lepton search analysis using both early data and all data collected by ATLAS in

2010 at the reduced collision energy of 7 TeV. The results of the analysis have been published

in [1, 2, 3, 4]. Part III introduces the proposed method to improve the background model in

a search for new physics and has been published in [5, 6]. Part IV closes with a conclusion

summarizing the main results of the thesis, followed by an appendix with additional material

and the bibliography.

v





Contents

I Physics at the ATLAS experiment 1

1 The Standard Model and its supersymmetric extension 3

1.1 The Standard Model of particle physics . . . . . . . . . . . . . . . . . . . . . 3

1.1.1 Particles and interactions . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.1.2 Limitations of the Standard Model . . . . . . . . . . . . . . . . . . . . 6

1.2 The supersymmetric extension of the Standard Model . . . . . . . . . . . . . 7

1.2.1 The Minimal Supersymmetric Standard Model . . . . . . . . . . . . . 9

1.2.2 Supersymmetry breaking . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.2.3 Experimental mass constraints . . . . . . . . . . . . . . . . . . . . . . 12

1.3 Modeling of proton-proton collisions . . . . . . . . . . . . . . . . . . . . . . . 14

1.3.1 Theoretical basis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.3.2 Event simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.3.3 Relevant Standard Model processes . . . . . . . . . . . . . . . . . . . . 19

1.3.4 Exemplary supersymmetry signals . . . . . . . . . . . . . . . . . . . . 21

2 The ATLAS detector at the Large Hadron Collider 25

2.1 The Large Hadron Collider . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.2 The ATLAS detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.2.1 The ATLAS coordinate system . . . . . . . . . . . . . . . . . . . . . . 28

2.2.2 The inner detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.2.3 The calorimeter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.2.4 The muon system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.2.5 Trigger system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.2.6 Object identification and reconstruction . . . . . . . . . . . . . . . . . 33

II Supersymmetry search in the one-lepton channel with ATLAS 37

3 Prospects for supersymmetry discovery at
√
s = 14 TeV 39

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.2 Signal and background simulation . . . . . . . . . . . . . . . . . . . . . . . . 40

3.3 Object definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

vii



3.4 Global variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.5 Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.6 Significance of observation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.7 4-jet selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.8 2- and 3-jet selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.9 Discovery reach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.10 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4 Search for supersymmetry at
√
s = 7 TeV with early data 53

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.2 Prospective discovery reach at
√
s = 7 TeV . . . . . . . . . . . . . . . . . . . . 53

4.3 Signal and background simulation . . . . . . . . . . . . . . . . . . . . . . . . 54

4.4 Data selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.5 Object definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.6 Event selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.7 Background estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.7.1 QCD normalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.7.2 W + jets normalization . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.7.3 Systematic uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.8 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.9 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5 Search for supersymmetry at
√
s = 7 TeV with all data taken in 2010 67

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5.2 Signal and background simulation . . . . . . . . . . . . . . . . . . . . . . . . 68

5.3 Data selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.4 Object definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.5 Event selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

5.6 Background estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

5.6.1 QCD background estimation . . . . . . . . . . . . . . . . . . . . . . . 73

5.6.2 W + jets background estimation . . . . . . . . . . . . . . . . . . . . . 74

5.6.3 Top background estimation . . . . . . . . . . . . . . . . . . . . . . . . 85

5.7 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.7.1 Event distributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.7.2 Global profile likelihood fit . . . . . . . . . . . . . . . . . . . . . . . . 90

5.7.3 Exclusion limits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

viii



III Improved background model for the search of new physics 97

6 Motivation 99

7 Absorbing systematic effects to obtain a better background model 101

7.1 Concept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

7.2 Determination of the best model . . . . . . . . . . . . . . . . . . . . . . . . . 102

7.2.1 First scenario: Large systematic effects . . . . . . . . . . . . . . . . . . 104

7.2.2 Second scenario: No systematic effects . . . . . . . . . . . . . . . . . . 108

7.2.3 Extrapolation to signal region . . . . . . . . . . . . . . . . . . . . . . . 108

7.3 Performance and comparison with other background estimation techniques . 112

7.3.1 Data from control region as a model . . . . . . . . . . . . . . . . . . . 112

7.3.2 Parametrized Monte Carlo shapes . . . . . . . . . . . . . . . . . . . . 117

7.3.3 Direct fit to data in control region . . . . . . . . . . . . . . . . . . . . 117

7.4 Summary and conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

IV Conclusion 121

8 Summary 123

A SUSY masses in the
√
s = 14 TeV prospect studies 125

B Additional material for full 2010 data analysis 127

B.1 Simulated samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

B.2 Event displays of signal region events . . . . . . . . . . . . . . . . . . . . . . . 127

Bibliography 142

ix





Part I

Physics at the ATLAS experiment

1





Chapter 1

The Standard Model and its

supersymmetric extension

This chapter gives a brief overview on the Standard Model of particle physics and its su-

persymmetric extension. It is not a complete description, but introduces the main aspects

of the theory necessary to understand the results of the research presented in Part II of the

thesis.

Recommendable introductions to the Standard Model and supersymmetry can be found

in [7, 8] and [9, 10, 11] respectively, which also constitute the basis of the explanations to

follow.

1.1 The Standard Model of particle physics

The Standard Model (SM) describes the elementary particles and their interactions through

three out of four known fundamental forces, that is the electromagnetic, the weak and the

strong interaction. The current model does not include gravitational interaction, whose

effects are negligible at collider energies achievable to date.

1.1.1 Particles and interactions

Particles The observed fundamental particles can be divided into two main categories: so-

called matter particles, which are fermions with an intrinsic spin of 1/2, and force particles

with bosonic integer spin. They are assumed to be elementary, i.e. devoid of any substructure,

and therefore point-like.

The fermions, listed in table 1.1, are arranged in three groups called generations, which

only differ by the masses of their particles. In addition, they are divided into quarks, which

interact via all four forces, and leptons, which do not interact strongly. Each generation

includes two quark and two lepton flavors. The first generation comprises the up (u) and

down quark (d), the electron (e) and the electron neutrino (νe). The particles of the second

generation are labeled charm (c) and strange quark (s), muon (µ) and muon neutrino (νµ),
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Table 1.1: The three generations of quarks and leptons in the Standard Model, their masses

and electric charges [12]. The particles are denoted by their symbols as described in the

text. The uncertainties on the electron and muon masses are negligible. For details on the

neutrino mass limits see [13].

Quarks Leptons

Generation Particle Mass [MeV] Charge [e] Particle Mass [MeV] Charge [e]

First u 1.7 to 3.3 +2/3 e 0.511 -1

d 4.1 to 5.8 -1/3 νe < 2× 10−6 0

Second c 1.27+0.07
−0.09 × 103 +2/3 µ 105.7 -1

s 101+29
−21 -1/3 νµ < 0.19 0

Third t 172.0± 0.9± 1.3× 103 +2/3 τ 1776.82± 0.16 -1

b 4.19+0.18
−0.06 × 103 -1/3 ντ < 18.2 0

Table 1.2: The force carriers of the three fundamental forces described by the Standard

Model, their masses and electric charges [12]. The particles are denoted by their symbols as

described in the text. The photon and gluons are assumed massless in the model with the

upper limit on the latter taken from [14].

Particle Interaction Mass [MeV] Charge [e]

γ Electromagnetic < 1× 10−24 < 1× 10−35

Z Weak 91.188± 0.002× 103 0

W± Weak 80.399± 0.023× 103 ±1

g Strong < O(1) 0
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while the ones making up the third generation are called top (t) and bottom quark (b),

tau (τ) and tau neutrino (ντ ). The Standard Model does not provide an explanation for the

considerable range of the mass spectra, which span more than three orders of magnitude for

the quarks and leptons each. Ordinary matter is made up of electrons, up and down quarks

since bound states including quarks and charged leptons of the higher generations are not

stable. Finally, for each fermion there exists an anti-particle with equal mass but opposite

charge.

The interaction between the particles is mediated through the exchange of bosons, which

are listed in table 1.2. The photon (γ) and the gluon (g), which have unity spin and are

massless, constitute the carriers of the electromagnetic and the strong force respectively.

The three spin 1 particles associated with the weak interaction, W± and Z, are very massive

with about 80 and 91 GeV respectively, which implies a finite range of the force.

Mathematically, the fermionic and bosonic particles are described as spinor and vector

fields respectively, with their dynamics governed by relativistic quantum field theory (QFT).

The interaction of the matter particles with the fundamental force fields arises as a direct

consequence of the axiomatic requirement that the Lagrangians of the free fields are invariant

under local phase transformations of the fields (locally gauge invariant). The strengths of the

interactions are expressed by coupling constants. At ever higher interaction energies, which

correspond to smaller space distances, additional virtual corrections to the basic interaction

have to be considered. By an approach called renormalization these corrections can be

absorbed into then energy-scale dependent couplings and masses. The energy dependence

of these so-called running couplings and running masses is determined by Renormalization

Group Equations (RGEs).

Strong force The strong interaction is described by a QFT model called Quantum Chro-

modynamics (QCD), which derives its name from the fact that the force acts on all particles

with color charge. Quarks (anti-quarks) carry one of three possible colors (anti-colors), while

gluons always carry color–anti-color combinations. The interaction, mediated by eight gluon

fields, is the result of the QCD Lagrangian being invariant to phase transformations by

members of the SU(3) symmetry group.

The force between colored particles increases with distance, creating new quark–anti-

quark pairs through vacuum oscillations beyond a certain energy threshold. This behavior,

termed color confinement, renders an observation of isolated colored particles impossible and

results in a clustering of quarks in color-neutral combinations of three particles (combining

red, green and blue color) called baryons or quark–antiquark pairs (color canceling anti-color)

called mesons. The origin of confinement is still under debate since no analytic proof that

it is implied by QCD has been proposed to date (see e.g. [15]).

Since the force decreases at smaller distances, quarks and gluons behave as practically

free particles in high-energy interactions (so-called asymptotic freedom). The latter fact is

crucial for the precise modeling of high-energetic collisions at hadron colliders since it enables
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calculations using pertubative approaches.

Unified electroweak force and Higgs mechanism Quantum Electrodynamics (QED)

describes the interaction between electrically charged particles based on photon exchange.

It has been one of the most successful physical theories to date with predictions up to an

accuracy of one part in a trillion (cf. g-factor, see e.g. [16, 17]). The QED Lagrangian is

invariant under a local U(1) transformation which implies non-self-interacting photons and

a force decreasing with distance, consistent with predictions by classical electrodynamics in

the macroscopic limit.

QED can be combined with the weak interaction to obtain a unified electroweak force,

whose Lagrangian is symmetric with respect to the combined SU(2) × U(1) gauge group.

However, the four resulting force fields need to be massless to preserve local gauge invariance,

which is clearly incompatible with the observed massive W± and Z bosons. As a resolution,

an additional field, the so-called Higgs field, is introduced, which transforms under the same

symmetry group and has four degrees of freedom. Its a priori symmetric potential has

a degenerate minimum at finite field values. In the ground state of the Lagrangian, the

symmetry is broken and the Higgs field mixes with the force fields, thereby making the W±

and Z bosons massive. The remaining degree of freedom represents a scalar particle, the

Higgs boson, which is yet to be observed. The search for it is one of the top priorities at

the Large Hadron Collider. Since the symmetry of the Lagrangian is broken by selecting

one of equally likely degenerate ground states without an apparent external cause, the Higgs

mechanism introduces so-called spontaneous symmetry breaking in the Standard Model.

Also the fermions acquire mass through the Higgs mechanism, which is realized via so-

called Yukawa couplings. The values of the couplings, which determine the masses of the

fermions, are like the Higgs boson mass not provided by the model and need to be measured.

1.1.2 Limitations of the Standard Model

Although extraordinarily successful in explaining almost all known phenomena in particle

physics without major adjustments since the 1970s, the Standard Model has various limita-

tions. Some of the most prominent are briefly discussed in the following:

• Gravity: As mentioned at the beginning of the chapter, it has not been possible to

include a quantum field theory of gravity consistent with General Relativity in the

Standard Model.

• Higgs boson: One of the crucial ingredients, the Higgs boson, has not been discovered

yet. If it will not be measured at the Large Hadron Collider, other, generally more

complicated mechanisms for electroweak symmetry breaking, e.g. due to a new strong

interaction [18], need to take its place.
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• Origin of masses and generations: The Standard Model includes 19 parameters

whose values cannot be provided by the theory, including the fermion masses and the

gauge couplings. In addition, it does not explain the reason for there being three

generations with two different flavors.

• Grand unification: Motivated by the electroweak unification, it is widely believed

that the Standard Model is only a low-energy approximation, also called effective the-

ory, of a more fundamental theory, which is supported by the fact that the running

couplings of the forces appear to almost meet at very high energies, as shown by

the dashed lines in figure 1.1. Such a grand unified theory (GUT) would combine the

strong and the electroweak forces into a single interaction (first proposed by Georgi and

Glashow in 1974 [19]) at a scale around 1016 GeV. By predicting a charge quantization

not necessitated in the Standard Model, it would also explain why the charges of elec-

trons and protons seem to cancel each other exactly. At the Planck scale of 1019 GeV

the strength of gravity becomes comparable to that of the other forces and would also

need to be included in a theory of everything, with string theory (see e.g. [20]) being

the most prominent candidate to date.

• Hierarchy problem: It is unknown why the strengths of gravity and the other forces

differ by so many orders of magnitude (roughly 1032). When assuming a fundamental

theory of new physics around the Planck scale, these different scales result in huge

quantum corrections to the bare masses of the particles, in particular that of the Higgs

boson. In order to obtain masses at the weak scale of around 1 TeV, the bare masses

need to precisely cancel the corrections over many orders of magnitude. This fine-

tuning of the bare masses is generally considered unnatural and can be avoided by

opposite-signed corrections due to yet unobserved particles, predicted e.g. by weak

scale supersymmetry (see next section).

• Matter–antimatter asymmetry: Assuming that matter and antimatter have been

created in equal amounts after the big bang, there is no mechanism within the Standard

Model which can account for the apparent overshoot of matter today. The magnitude

of CP violation in the Standard Model is not sufficient to provide an explanation.

• Dark matter: The Standard Model does not contain a particle which can serve as

a candidate for dark matter, which is estimated to make up 80% of all matter in the

universe (see e.g. [21, 22]).

1.2 The supersymmetric extension of the Standard Model

The shortcomings of the Standard Model point to a more fundamental and, in terms of

group theory, potentially more aesthetic theory at higher energy scales. A promising candi-

date for an extension of the model, which remedies many of the above-mentioned problems,

7



2 4 6 8 10 12 14 16 18
Log10(Q/1 GeV)

0

10

20

30

40

50

60

α−1
 

α1

−1

α2

−1

α3

−1

Figure 1.1: Evolution of the inverse gauge couplings αi in the Standard Model (dashed lines)

and the MSSM (solid lines) as a function of the energy scale Q [9]. The extended particle

content of the MSSM enables an apparant unification of the gauge couplings at a scale of

about 2 ×1016 GeV. The indices 1 to 3 correspond to the electromagnetic, the weak and the

strong coupling respectively.

is supersymmetry (SUSY). It was originally proposed by Miyazawa [23, 24] in 1966 as a

symmetry connecting baryons and mesons and was then reformulated for fundamental par-

ticles by several groups in the early 1970s (e.g. most prominently by Wess and Zumino [25]).

As an extension of the Standard Model, supersymmetry relates bosons with fermions. The

symmetry is expressed as a transformation which turns a bosonic state into a fermionic one

by means of a spinor operator Q, thereby changing the spin of the particle by half a unit

and leaving the other quantum numbers unaltered:

Q|Boson〉 = |Fermion〉, Q|Fermion〉 = |Boson〉 (1.1)

Each bosonic degree of freedom is thus related to a fermionic one and vice versa. The

corresponding particles are called superpartners of each other. The particle content of the

Standard Model is not sufficient for such a relation and thus needs to be extended, which

implies an obvious problem: None of the superpartners, which have the same masses as their

associated Standard Model particles as required by the symmetry, has been observed to date.

Therefore, supersymmetry must be broken in the ground state of the theory.
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1.2.1 The Minimal Supersymmetric Standard Model

The minimal extension of the Standard Model corresponds to a doubling of the particle

content, which constitutes the Minimal Supersymmetric Standard Model (MSSM).

Fermions and sfermions The fermions have bosonic superpartners with spin 0, which are

called scalar fermions or shortly sfermions. Since the numbers of degrees of freedom differ by

a factor of two, each fermion is associated with two sfermion superpartners. They are labeled

corresponding to the handedness of the fermionic superpartner, i.e. left- and right-handed

squarks and sleptons, and usually denoted by a tilde, e.g. ẽR represents the selectron whose

superpartner is the right-handed electron. As is true for SM fermions, the weak interaction

only couples to left-handed sfermions.

Gauge bosons and gauginos The spin 1/2 superpartners of the spin 1 gauge bosons are

refered to as gauginos. Besides the gluinos related to the gluons, there are the superpartners

of the electroweak gauge eigenstates (W+, W−, W 0 and B0), which are thus called winos and

bino: W̃+, W̃−, W̃ 0 and B̃0. In order to give masses to all SM fermions the SM Higgs sector

needs to be extended in the MSSM to contain eight real degrees of freedom, which results in

five Higgs bosons and four fermionic superpartner Higgsinos, two of which are charged. The

neutral Higgsinos mix with the neutral wino and bino to produce four so-called neutralinos,

often denoted by χ̃0, and the charged Higgsinos mix with the charged winos resulting in two

pairs of charginos: χ̃±

1 and χ̃±

2 .

R-parity and dark matter candidate The Lagrangian of the MSSM allows for the inclu-

sion of baryon- and lepton-number violating terms, which is problematic since the associated

processes have not been observed experimentally. One can, however, add a new symmetry,

called R-parity, which forbids such terms and whose quantum number PR is conserved:

PR = (−1)3(B−L)+2s (1.2)

where B and L are the baryon and lepton number respectively and s is the spin of the

considered particle. Thus, Standard Model particles always have an R-parity value of +1

and their supersymmetric partners −1. As an immediate consequence, the lightest super-

symmetric particle, abbreviated by LSP, cannot decay further and is therefore stable. Every

other supersymmetric particle must eventually decay into a state with an odd number of

LSPs, typically only one. Furthermore, SUSY particles can only be produced in pairs in an

interaction. The stability and the substantial mass of the LSP renders it a natural candidate

for dark matter [21, 22], which is widely believed to consist of non-baryonic and cold, i.e. non-

relativistic, massive particles necessary for the observed clustered structure in the universe.

If the LSP has a mass around the TeV-scale, it needs to have zero charge to be consistent

with the astronomical non-observation. In that case, it fulfills a further requirement for a

dark matter candidate.
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Supersymmetry benefits As mentioned above, the supersymmetric extension recovers

many of the Standard Model’s deficiencies, although its historic development was not mo-

tivated by this purpose. Besides providing a good candidate for dark matter, it solves the

Higgs hierarchy problem. Like the Standard Model particles, their superpartners contribute

quantum corrections to the Higgs mass, but with opposite sign. Provided their masses are

not too different from the SM partners (order of 1 TeV), the corrections are of roughly the

same size and cancel to all orders in pertubation theory, thereby stabilizing the Higgs mass

at the weak scale.

Another argument for SUSY masses around the weak scale is their impact on the running

of the couplings as displayed in figure 1.1. While the couplings almost meet if the particle

content comprises only the known SM particles (dashed lines), they actually can meet if

their SUSY partners are also included in the calculation (solid lines), which strongly hints

at a unified force at this scale consistent with grand unified theories. The deviation of the

couplings from the ordinary SM ones starts at the mass scales of the SUSY particles since

processes with on-shell SUSY particles then become possible. In the context of the MSSM,

unification of the couplings can be achieved if the SUSY masses are around the TeV-scale as

depicted in the figure.

As a bonus, soft supersymmetry breaking, which is discussed below, provides a mecha-

nism to break the electroweak symmetry, which is in the Standard Model postulated to be

of spontaneous origin. Finally, current string theories which incorporate both fermions and

bosons are necessarily supersymmetric.

1.2.2 Supersymmetry breaking

As stated above, supersymmetry must be broken in the ground state for the masses of the

SUSY particles to be different from their SM partner ones. The breaking mechanism must

work in a way such that the phenomenology and relationships between the couplings are

not affected, which would compromise e.g. the cancelation of the radiative corrections to

the Higgs mass. This is called soft supersymmetry breaking and is achieved by adding extra

SUSY breaking terms to the SUSY Lagrangian.

The inclusion of the SUSY breaking terms introduces 105 additional parameters related

to the masses, phases and mixing angles in addition to the 19 parameters of the Standard

Model. However, many of these imply flavor mixing or CP violating processes, which are

strongly constrained by experiment. Imposing so-called soft supersymmetry-breaking uni-

versality relations significantly reduces the arbitraryness of the resulting Lagrangian. These

relations are presumed to be the consequence of a specific model responsible for supersym-

metry breaking, associated with an underlying simplicity or symmetry of the Lagrangian

at very high energy scales. It is assumed that supersymmetry breaking occurs in a hidden

sector of particles, which have (almost) no interaction with the MSSM particles in the visible

sector. Analogous to the SM spontaneous electroweak symmetry breaking, the Lagrangian
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density of the underlying model in the hidden sector is invariant under supersymmetry but

the vacuum state is not. The SUSY breaking is mediated to the visible sector by parti-

cles which interact with both sectors, giving rise to the soft SUSY breaking terms of the

Lagrangian. This interaction might be of gravitational original as is the case in the grav-

ity mediated supersymmetry breaking scenario. Other possibilities, which are not discussed

here further, include the ordinary electroweak and strong interactions as mediators and the

hidden sector being located in extra-dimensional spacetime.

Gravity mediated supersymmetry breaking The gravitino, which is the massive su-

perpartner of the yet unobserved graviton, constitutes the mediator in a scenario, where

a super Higgs mechanism breaks supersymmetry within a supergravity model. Assuming a

minimal form of the supergravity Lagrangian, one ends up with only 5 additional parameters

in the minimal supergravity scenario (mSUGRA):

• m0 : universal gaugino mass at the GUT scale

• m1/2 : universal scalar particle mass at the GUT scale

• A0 : universal trilinear coupling

• tanβ : ratio of the vacuum expectation values of the two neutral Higgs fields

• sign(µ) : sign of the Higgs(ino) mass parameter

Like couplings, the masses of the MSSM particles at observable scales can be computed

using renormalization group equations. Figure 1.2 shows an example of the running of scalar

and gaugino mass parameters. The negative value of (µ2 +m2
Hu

)1/2 at low scales induces

electroweak symmetry breaking, which is thus called radiative electroweak symmetry breaking

since it is driven by quantum corrections decreasing the Higgs mass when evolving to lower

scales.

SUSY particle masses While the mass spectra differ substantially depending on the

considered SUSY scenario, a few general features within the MSSM are considered likely [9]:

• Gluinos: The gluinos are presumed to be heavier than the lighter charginos and

neutralinos as is also indicated by the associated mass parameter M3 in the example

shown by figure 1.2.

• Squarks and sleptons: In general, the squarks are expected to be substantially

heavier than the sleptons. Furthermore, the third generations squarks and sleptons

can have considerably different masses compared to the first two generations, which

are nearly degenerate. The third generation’s left- and right-handed particles mix

strongly, whereas the first two generation’s gauge and mass eigenstates are practically
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Figure 1.2: Evolution of the scalar (m0) and gaugino (m1/2) masses assuming universal

masses at an energy scale of Q0 = 2.5× 1016 GeV for a specific mSUGRA scenario with

m0 = 80 GeV, m1/2 = 250 GeV, A0 = −500 GeV, tanβ = 10 and positive µ [9]. M1, M2 and

M3 are the bino, wino and gluino mass parameters respectively. The m0 in (µ2 +m2
0)

1/2 is

to be replaced with the Higgs mass parameters mHu
and mHd

for the two dashed green lines

respectively.

identical. The lightest squarks are probably stops or sbottoms and the lightest charged

slepton a stau.

• LSP: The lightest supersymmetric particle is presumably a neutralino or the gravitino

in order to represent a good dark matter candidate.

• Higgs particles: The mass of the lightest Higgs boson h0 is expected to be smaller

than 150 GeV and can be much smaller than the masses of the other four Higgs scalars,

which are usually denoted by A0, H± and H0.

These features can be observed in the mass spectra of the benchmark signals used in the

analyses of Part II of the thesis (cf. table A.1 in the appendix), which have been chosen to

cover a wide range of SUSY masses and decay topologies. The potential production of SUSY

particles and typical decays are discussed in subsection 1.3.4.

1.2.3 Experimental mass constraints

Due to the huge parameter space of the MSSM it is difficult to place general limits on the

SUSY particle masses. Therefore, most limits are determined for parameter value combina-
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Table 1.3: Lower limits on MSSM SUSY particle masses at 95% confidence level [12]. For

model assumptions see description in the text. Details on the limits can be found in [26].

Particle Symbol Mass Limit Valid Parameter Region

Neutralinos χ̃1 > 46 GeV all tanβ, all m0, all mass differences mχ̃2
−mχ̃1

χ̃2 > 62.4 GeV 1 < tanβ < 40, all m0, all mχ̃2
−mχ̃1

χ̃3 > 99.9 GeV 1 < tanβ < 40, all m0, all mχ̃2
−mχ̃1

χ̃4 > 116 GeV 1 < tanβ < 40, all m0, all mχ̃2
−mχ̃1

Chargino χ̃±

1 > 94 GeV tanβ < 40, all m0, mχ̃±

1
−mχ̃1

> 3 GeV

Selectron ẽ > 107 GeV all mẽR −mχ̃1

Smuon µ̃ > 94 GeV 1 < tanβ < 40, mµ̃R
−mχ̃1

> 10 GeV

Stau τ̃ > 94 GeV all θτ , mτ̃R −mχ̃1
> 15 GeV

Squark q̃ > 379 GeV A0 = 0, all mg̃, tanβ = 3, µ < 0 (weakly sensitive

to tanβ and µ over much of parameter space)

Gluino g̃ > 308 GeV all mq̃ (sensitivity to tanβ and µ as for q̃)

> 392 GeV mq̃ = mq̃ (sensitivity to tanβ and µ as for q̃)

tions of specific scenarios (mostly mSUGRA) and their validity for other SUSY models is

questionable. However, other models often predict comparable phenomenologies, which can

be tested using these indicative limits.

Table 1.3 summarizes mass limits for the different SUSY particles, which have been pro-

vided by both collider and astrophysical experiments, under the following assumptions [12]:

1. The lighest neutralino is the LSP.

2. R-parity is conserved.

3. With the exception of stop and sbottom, all squarks are degenerate in mass. Left- and

right-handed squarks also have the same mass.

4. Gaugino masses are unified at the GUT scale.

5. Limits for sleptons refer to the right-handed particles, which typically have smaller

cross-sections and smaller masses provided sfermion masses unify at the GUT scale.
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1.3 Modeling of proton-proton collisions

The Large Hadron Collider (LHC), which is introduced in more detail in the subsequent

chapter, is a synchrotron built to collide particle beams of protons or lead nuclei. Due to

the complex nature of the strong force, the simulation of high-energy proton interactions is

a complicated task, which will be explained in the following. The section also introduces the

Standard Model processes relevant for the search analysis in Part II and discusses potential

supersymmetry production at the LHC.

1.3.1 Theoretical basis

Factorization theorem In proton-proton collision, it is in fact the constituents of the

protons which interact with each other, provided the collision energy is high enough to

resolve the proton substructure. The constituents, generally called partons, are the three

valence quarks, two of which are up quarks and the third is a down quark, the gluons and

the so-called sea quarks, which are formed as short-lived quark–antiquark pairs from gluon

splits. The QCD factorization theorem (see e.g. [27] for details) states that the hadronic

cross-section of two protons interacting to produce the final state X can be calculated as

σpp→X =
∑

i,j=q,q̄,g

∫∫

dxi dxj fi(xi, µ
2
F )fj(xj , µ

2
F ) · σ̂ij→X(xixjs, µ

2
R, µ

2
F ) (1.3)

where the xi/j are the momentum fractions of the partons i/j with respect to the momentum

of the proton they are part of, µF and µR are the factorization and renormalization scale

respectively, fi/j are the so-called parton distribution functions and σ̂ij→X is the cross-

section of the scattering between the partons.
√
s is the center-of-mass energy of the proton

collisions and
√
xixjs thus the center-of-mass energy in the parton-parton interaction. If the

parton scattering is hard enough such that the strong coupling becomes smaller than unity,

σ̂ij→X can be calculated using pertubative approaches. The factorization scale µF defines

the separation between soft and hard QCD processes, while the renormalization scale µR

is used in regulating divergent terms in the pertubation expansion. The dependence of

the cross-section on those scales decreases as more terms are included in the pertubation

series. When calculated to all orders in pertubation theory, the scale dependence of σpp→X

disappears entirely. Therefore, the choice of µR and µF is arbitrary, but different choices

produce different results due to different unknown higher-order corrections (see e.g. [28]).

In order to avoid large corrections, one usually chooses scale values close to the typical

momentum scale of the considered process, e.g. both scales set to the Z mass in electroweak

scattering.

Parton distribution functions The parton distribution functions (PDFs) can be inter-

preted as probability densities of finding a parton with a particular longitudinal momentum

fraction x within the proton. However, they do not constitute observables and need not be
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positive definite. Since the behavior of partons within the proton is governed by soft inter-

actions, the PDFs are not calculable with pertubative QCD. Equation (1.3) can be seen as

a splitting, determined by the value of the factorization scale µF , of long and short distance

physics. Soft interactions involving gluons with a momentum transfer lower than µF are

included in the PDFs, while the others are treated in the matrix elements of the parton

cross-section calculation.

Figure 1.3 shows as an example the leading order PDFs for the various partons as cal-

culated by the MSTW group [29]. At low x the gluons, who carry about half of the total

proton momentum, dominate whereas the valence quarks peak at high momentum fractions.

Due to their non-pertubative nature and the current limitations of lattice QCD calcula-

tions, the PDFs cannot be calculated from first principles and thus need to be determined

experimentally by e.g. deep inelastic lepton-proton scattering.
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Figure 1.3: MSTW leading order parton distribution functions [30]. x and Q represent the

proton momentum fraction of the parton and the momentum transfer of the interaction

respectively.

Final state A typical final state of a proton-proton collision, succinctly called event in

high energy physics jargon, comprises

• Particles produced in the hard interaction: In general, these are the interesting

features for the analysis. Due to QCD color confinement, produced quarks and gluons

fragment into jets of hadrons.

• Initial (ISR) and final state radiation (FSR): Colored particles emit brems-

strahlung in the form of gluons prior to and after the collision, which appear as addi-

tional jets in the measurement.
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• Proton remnants: The rest of the protons fragment into color-neutral hadrons re-

sulting in extra calorimeter activitiy. Furthermore, several partons of the incoming

protons can undergo scattering. All this activity is embraced by the term underlying

event.

• Multiple interaction: Due to the large number of protons per bunch (up to 1011)

several proton pairs can collide in a bunch crossing which results in a pile-up of final

states. When operating with small distances between the bunches, final states can also

get contaminated by collisions in adjacent bunch crossings.

1.3.2 Event simulation

As was outlined above, the final state of an event comprises a multitude of different objects

from various origins. The modern approach of simulating such events is based on an interplay

of different programs, each providing components of the simulation in a modular fashion.

These programs are generally called Monte Carlo generators, since stochastic Monte Carlo

methods are employed to sample and integrate over phase spaces. After presenting some

key concepts of the simulation, the Monte Carlo generators and detector simulations used in

the analysis of Part II are introduced. The explanations are based on the introductory texts

of [31, 32].

Generalities The starting point of the simulation is the analytical calculation of a leading

order hard scattering of two incoming partons in two outgoing particles, which can be abbre-

viated as a “2 → 2 process”, combined with a sampling of the phase space of the particles’

kinematics yielding candidate events. These events are, however, non-physical since isolated

partons do not exist and partons are expected to radiate other particles due to the strong

coupling constant associated with the color charge, which make up the initial and final state

radiation described above. The first reason necessitates simulating the formation of bound

color-neutral states, also called hadronization, which is of non-pertubative nature. The sec-

ond reason calls for the estimation of effects due to higher-order corrections in pertubation

theory, which give rise to additional particle radiation. Higher-order corrections can either

be included directly in the matrix element calculation or added afterwards using a recursive

procedure called parton showering. Figure 1.4 illustrates the evolution of an event, starting

with the hard process of the partons, whose initial momenta are determined by the PDFs.

Additional radiation is here provided by parton showers, followed by the hadronization into

color-neutral states, which may decay further. In general, there is also radiation from the

incoming partons (ISR) present, which is not shown here for simplicity.

Parton shower As indicated in figure 1.4, the parton shower method starts with the hard

process and evolves the event by allowing partons to split in pairs of other partons, which

split further until the recursive procedure reaches an infrared cutoff value. The splitting
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Figure 1.4: Example event evolution with time progressing upwards [33].

probablility is determined by the DGLAP equations (see e.g. [34]). In that way, an initial

hard parton is replaced by several parton shower jets, expanding a 2 → 2 to a 2 → n process.

This method yields a good description of soft and collinear emission, but is less suited for

hard and wide-angle radiation. It can also be employed to model electromagnetic showers.

PYTHIA [35] is a typical shower generator.

Higher-order matrix elements Two approaches exist which describe higher-order effects

directly in the matrix element of the hard scattering. The first is realized in so-called Tree

Level Matrix Element generators such as ALPGEN [36]. It considers only real emissions

(Feynman diagrams at tree or Born level), with the number of emissions coinciding with

the pertubative order in the strong coupling constant. The absence of virtual loops and

associated difficulties in the regularization of the matrix elements facilitates the calculation

of final states possessing up to about ten partons. The second approach includes both real

and virtual corrections to provide a complete prediction at a given pertubative order. To

date, only generators at the next-to-leading order, i.e. including one extra emission, are

available with MC@NLO [37, 38, 39] being a prominent example.

Hadronization The hadronization, often also called fragmentation, of colored partons into

colorless hadrons takes place in the non-pertubative regime of QCD and is therefore only

simulated with phenomenological models, whose parameters are determined by experimental

data. A successful model is the Lund String Model [40], which is incorporated in PYTHIA.

It treats gluons as self-attracting field lines forming tube-like strings between quarks. When

the distance is increased, the strings break, thereby creating quark–anti-quark pairs from

the vacuum. This implies the production of additional hadrons between the particle jets of

the separating quarks, which has been observed experimentally.
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Monte Carlo generators The following programs have been employed to generate sim-

ulated events for the analysis presented in Part II of the thesis:

• PYTHIA [35]: This so-called general-purpose generator is equally well capable of

simulating hadronic events in proton-proton, electron-proton and electron-positron col-

lision covering Standard Model, as well as supersymmetric and exotic, 2 → 2 (and some

2 → 1 and 2 → 3) processes. Also the modeling of the underlying event, the hadroniza-

tion via the Lund String Model and subsequent particle decays are included. ISR and

FSR are modeled with parton showers. Therefore, PYTHIA is less suited for the pre-

diction of final states with additional high-energetic jets, such as events comprising

W or Z boson production together with several jets.

• HERWIG [41, 42]: Like PYTHIA, HERWIG is a general-purpose generator. The

simulation of the underlying event can be extended by combining with an external

package called JIMMY [43], which models multiple scattering in the collision of two

protons. HERWIG++[44] is an updated version written completely in C++ featuring

a new parton shower and an improved hadronization model.

• ALPGEN [36]: This generator has been designed to accurately simulate Standard

Model final states with high jet multiplicities. The modeling of additional jets is based

on the direct calculation of the corresponding leading order matrix elements. Parton

showering, provided by an interface to PYTHIA or HERWIG, produces additional soft

and collinear jets for which the tree level matrix elements would get divergent. In order

to avoid double-counting in the transitional regime, an algorithm based on the MLM

technique [45] is used to merge parton shower with matrix element jets.

• MC@NLO [37, 38, 39]: The MC@NLO generator includes the complete next-to-

leading order QCD corrections in the calculation of the hard scattering for certain

processes, e.g. W/Z boson and top pair production, which improves the prediction

of the total rate and the emission of an additional hard parton. It can be interfaced

with HERWIG for showering and hadronization. A noteworthy particularity is the

occurence of events with negative unit weight (typically 15% of all events), which are

per se non-physical but yield, for sufficienctly high statistics, together with the postive

weight events the full NLO prediction.

• JIMMY [43]: This program is a library of routines, which can be linked with HER-

WIG to simulate multiple parton scattering events.

• FEWZ [46]: FEWZ (Fully Exclusive W and Z Production) is used to determine the

cross-section of lepton pair production via the Drell-Yan process at next-to-next-to-

leading order in the strong coupling constant.
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• ISAJET [47]: ISAJET is also a general-purpose generator, but is here only used to

generate mass spectra of the SUSY particles, which are then fed into HERWIG for

event generation.

• PROSPINO [48, 49, 50]: This program is used to calculate the next-to-leading

order cross-sections for the production of supersymmetric particles.

Detector simulation Two different programs are available to simulate the interaction and

measurement of the particles with the ATLAS detector. A time-consuming full simulation

and a fast parametrized version, which can be used if the accurate modeling of detector

effects is not necessary.

• Full simulation: The full detector simulation is carried out with the GEANT4 [51]

toolkit. It models the passage of particles through matter under the influence of the

applied (non-uniform) magnetic field and accounts for interactions with the various sub-

detectors and other obstructing material, resulting in e.g. multiple scattering, brems-

strahlung or ionization. In addition, it simulates the digital response of the subdetectors

to the measured hits.

• Fast simulation: The fast simulation ATLFAST [52] consists of a parametrized smear-

ing of the momenta and energies of the particles based on the expected performance

of the ATLAS detector as predicted by the full simulation. Furthermore, a fraction

of the particles are removed to reproduce the expected reconstruction efficiency of the

subdetectors.

1.3.3 Relevant Standard Model processes

The most relevant Standard Model processes, which constitute an irreducible background

to the in Part II presented searches for supersymmetry using one-lepton final states with at

least two high-energetic jets, shall be presented in the following. Details on the simulation

of each process are given in dedicated subsections of each chapter in Part II (subsections 3.2,

4.3 and 5.2) .

• Top production: As will become apparent in the search analysis, the production

of top quarks, especially top quark pairs, with at least one quark decaying into an

electron or muon makes up most of the selected final states. Due to its very short

lifetime of about 0.5 × 10−24 s [12] the top quark decays to a W and a down-type

quark (b quark in more than 99% of cases) before forming a hadronic state with other

quarks [12]. The decay of the W thus defines the observed final state. Figure 1.5

shows the dominant contributions to top production, which are modeled with the

MC@NLO generator including all next-to-leading order corrections. Besides so-called

semi-leptonic top pair decays, where only one of the W boson decays leptonically and
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the other to a quark pair, also di-leptonic decays, where one of the leptons is out of

the measurement acceptance, not reconstructed or mis-identified as a hadronic object,

pass the selection cuts of the analysis.

• Vector boson plus jets production: The other dominant type of processes resulting

in observed isolated electrons or muons are the production of W and to a lesser extent

Z bosons, collectively called vector bosons (V), which decay leptonically. The diagrams

in figure 1.6 illustrate some example processes of W with associated jet production.

The modeling of V + jets for the search analysis of Part II is, wherever possible, done

using ALPGEN in order to simulate the jet multiplicities more accurately.

• QCD multi-jet production: Requiring the measurement of an isolated lepton rejects

most of the QCD multi-jet final states. Still, due its huge overall rate, it remains an

important background with isolated leptons being faked by jets or coming from heavy

particle decays within jets. Besides the necessary high statistics of to be generated MC

events, the simulation of QCD is further complicated by the correct modeling of the

missing energy, which arises here mostly from mismeasurements. Therefore, QCD is

simulated with PYTHIA, which is less costly compared to ALPGEN in computional

terms, but the prediction needs to be verified with data-driven methods.
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Figure 1.5: Example diagrams for top pair production at tree level via gluon–gluon fusion

(left and middle), which is the dominant process at the LHC, and quark–anti-quark anni-

hilation (right). The top quarks decay before they can hadronize. Time progresses to the

right.
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Figure 1.6: Example diagrams for W and associated production of one (top row) and two

(bottom row) additional jets at tree level via quark–gluon scattering (left) and quark–anti-

quark annihilation (right). Time progresses to the right.

1.3.4 Exemplary supersymmetry signals

SUSY pair production In the research presented in Part II, only R-parity conserving

supersymmetry signals are considered. This implies a pair production of SUSY particles,

dominantly squarks and gluinos through the strong interaction. Figures 1.7 and 1.8 sketch

gluino and squark production at leading order via gluon–gluon and gluon–quark fusion re-

spectively. Figure 1.9 shows the production via quark–anti-quark annihilation and quark–

quark scattering. Whichever production is dominant depends on the masses of the squarks

and gluinos, which differ strongly in the various SUSY models. Electroweak production of

SUSY particles, which can also directly produce gauginos, plays a comparatively minor role

at the LHC.

Cascade decays The decays of the produced SUSY particles [9] often involves several steps

and are thus called cascade-decays. If the squarks are heavier than the gluinos, the strong

decay q̃ → qg̃ will dominate. Otherwise, they will decay weakly to charginos, q̃ → qχ̃±

i , or

neutralinos, q̃ → qχ̃0
i , which decay further to the lightest neutralino (LSP). Gluinos can only

decay via the strong interaction, where the process g̃ → qq̃ is the most dominant, provided

the involved squark has a lower mass than the gluino. If all the squarks are heavier than the

gluino, it will decay via an off-shell squark producing a chargino, g̃ → qq′χ̃±

i , or a neutralino,

g̃ → qq′χ̃0
i . Some examples for gluino decay are illustrated in figure 1.10.
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Figure 1.8: Example diagrams for squark and gluino production at tree level via quark–gluon

fusion. Adapted from [9]. Time progresses to the right.

SUSY final state Assuming that R-parity is conserved, a typical final state of pair-

produced colored SUSY particles therefore includes

• several high-energetic jets,

• two LSPs, which are, in order to meet dark matter constraints, gravitationally and,

depending on the SUSY scenario, weakly interacting and thus not directly detectable,

• potentially isolated leptons from weak decays.

Simulation As mentioned in the last subsection, in the analysis of Part II the SUSY parti-

cle mass spectra and branching ratios are generated with ISAJET interfaced with HERWIG

for event generation. Next-to-leading order production cross-sections are calculated with

PROSPINO.
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anti-quark annihilation and quark–quark scattering (middle). Adapted from [9]. Time pro-

gresses to the right.
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Figure 1.10: Possible gluino cascade decays resulting in final states with quarks, one neu-

tralino as LSP and additional fermions (f), which can be either quarks or leptons. The

involved squarks can be either on- or off-shell depending on the mass spectrum of the con-

sidered scenario. Adapted from [9]. Time progresses to the right.
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Chapter 2

The ATLAS detector at the Large

Hadron Collider

This chapter provides an introduction to the ATLAS (A Toroidal LHC ApparatuS) detector

at the Large Hadron Collidor (LHC) focusing on the aspects relevant for the search analysis

presented in Part II of the thesis. The explanations follow to a great extent [53, 54, 55].

2.1 The Large Hadron Collider

The Large Hadron Collider is currently the world’s largest and highest-energy particle accel-

erator, built to extend the understanding of the physical world at its most fundamental level

and in particular help answer key questions of elementary particle physics. It is designed to

collide particle beams of protons and lead nuclei at unprecedented center-of-mass energies of

14 TeV and 1148 TeV, respectively. The experiments conducted at the LHC are expected to

shed light on unresolved issues of particle physics, among which the existance of the Higgs

boson, new heavy particles due to supersymmetry or elusive extra dimensions are the most

prominent. In addition, the LHC will provide precision measurements of known Standard

Model phenomena. The LHC is built in the former LEP [56] tunnel at CERN [57] (originally

Conseil Européen pour la Recherche Nucléaire), Geneva, which lies up to 175 m beneath the

surface and has a circumference of approximately 27 km. Operated at the design specifi-

cations, it will circulate two particle beams, each containing 2,808 bunches of up to 1011

protons per bunch, at a velocity close to the speed of light, resulting in 40 million bunch

collisions per second at four interaction points equivalent to a luminosity of 1034 cm−1 s−1.

On the average, 23 proton-proton scatterings are expected per bunch collision. The beams

are kept on track by 1,232 superconducting dipole magnets producing a magnetic field of up

to 8.3 T and kept focused by 392 quadrupole magnets.

An accident on Sep. 19th, 2008 involving an electric fault in the connection between two

magnets (see e.g. [58]) and its implications delayed the start-up of the LHC by more than a

year. As a consequence, it was decided to operate the machine with beam energies at half
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of their design intensity during the first period of data taking, resulting in proton-proton

collisions at a centre-of-mass-energy of 7 TeV. The design power will presumably not be

achieved before 2014.

The sketch in figure 2.1 shows the geographical positions of the main experiments at the

LHC. Like ATLAS [55], CMS [59] (Compact Muon Solenoid) is a general-purpose detector

directly competing with the former in the search for new physics. ALICE [60] (A Large

Ion Collider Experiment) is an experiment specialized in studying heavy ion collisions, in

particular the properties of quark-gluon plasma. b-physics and the related CP violation are

the main field of investigation of the LHCb [61] (Large Hadron Collider beauty) experiment.

Two much smaller and very specialized detectors are not shown in the sketch. TOTEM [62]

(TOTal Elastic and diffractive cross section Measurement), which is technically integrated

into CMS, measures the total cross-section as well as elastic and diffractive scattering of

proton-proton collisions. LHCf [63] (Large Hadron Collider forward) is an experiment dedi-

cated to the measurement of neutral particles (e.g. pions) emitted in the very forward region

of collisions, intended to help explain the origin of very high-energetic cosmic rays. It is

located close to ATLAS.

Figure 2.1: The Large Hadron Collider and its main experiments [64].

26



2.2 The ATLAS detector

ATLAS is a so-called general-purpose detector since it is designed to measure a very broad

range of different signals, involving the detection of hadrons, electrons, muons, photons and

neutrinos. Each of the stated species is measured by a single or combination of dedicated sub-

detectors. Figure 2.2 sketches the measurement of the particles in the typical arrangement

of the sub-detectors. Only electrically charged particles leave a track in the inner detector,

whose bending caused by a magnet field can be used to determine their momentum. Electrons

and photons are measured in the electromagnetic calorimeter producing showers of secondary

particles due to bremsstrahlung and pair production, whereas hadrons typically deposit

smaller amounts of their energy in this sub-detector due to the lower bremsstrahlung as a

consequence of their larger mass. The latter also produce particle showers in the hadronic

calorimeter via strong interaction cascades. The minimum ionizing muons lose very little of

their energy when passing through all detectors. Magnetic fields are thus used to determine

the momentum from the curvature of their trajectories in the inner detector and the muon

system. Since neutrinos are only weakly interacting, they cannot be directly detected and

their presence can only be inferred from conservation of momentum of all particles involved

in a collision.

Figure 2.2: The imprints of different particle types in the different layers of a particle detec-

tor [65].

The overall layout of the ATLAS detector is shown in figure 2.3. It weighs approximately

7,000 tons, is 44 m long and 25 m tall. The sub-detectors are built as a series of ever-larger

concentric cylinders around the nominal interaction point in order to cover almost the whole

solid angle (so-called 4π-detector). The solenoid magnet surrounds the inner detector, which

consists of the semiconductor pixel and strip detectors and the transistion radiation tracker.

The toriod magnets are situated outside the electromagnetic and hadronic calorimeters and

enclose part of the muon system.
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Figure 2.3: The ATLAS detector [66].

Before discussing the various sub-detectors in more detail, the coordinate system used

at ATLAS is introduced in the following subsection. Recent performance studies using

minimum-bias and cosmic-ray events can be found in [67, 68].

2.2.1 The ATLAS coordinate system

The origin of the coordinate system used at ATLAS is the nominal interaction point of the

proton-proton collisions. The z-axis lies along the direction of the beam whereas the y- and

x-axis are chosen to point upwards and towards the centre of the ring, respectively. The

azimuthal angle φ is measured in the x–y plane (or transverse plane) and the polar angle θ

is calculated with respect to the z-axis. Instead of θ one usually uses the pseudorapidity η,

defined as

η = − ln

(

tan
θ

2

)

,

which often yields flatter particle production distributions. The distance ∆R in η–φ space

is defined as

∆R =
√

∆η2 +∆φ2.

28



2.2.2 The inner detector

Since approximately 1,000 particles will emerge from the collision point every 25 ns within

|η| < 2.5 at the design luminosity, the inner detector (ID) needs to be robust against hard

radiation and have a very high granularity to resolve the multitude of tracks and vertices.

Figure 2.4 illustrates the layout of the inner detector. The whole inner detector is contained

in a solenoid magnetic field of 2 T, which bends the particles’ trajectories to measure their

momenta. Just outside the beryllium beam-pipe, the three layers of the high granularity

pixel dectector with cell sizes of 50× 400µm are situated. The pixel detector has more than

80 million readout channels, which is about 50% of the total readout channels. Its close

proximity to the collision point is essential for the measurement of secondary vertices caused

by particle (e.g. b quark) decays. The semi-conductor tracker (SCT) is the middle component

of the ID with four double layers of silicon strips and approximately 6.3 million readout

channels. The reduced particle flux allows for an approximate sensor size of 80µm× 12 cm.

Both ID and SCT use silicon p–n junctions operated at reverse bias and cover the region

up to |η| < 2.5. At radii greater than 56 cm, typically 36 tracking points are provided by

the 300,000 straw tubes of the transition radiation tracker (TRT), which covers tracks up

to |η| < 2.0. The tubes have a diameter of 4 mm and a length of 144 cm in the barrel

and 37 cm in the end-caps, where they are arranged radially in wheels. They provide

information on the radius and azimuthal angle of the tracking points with approximately

351,000 readout channels. The TRT assists in discriminating electrons from heavier charged

particles (e.g. pions) by efficiently absorbing the transition radiation photons in the xenon-

based gas mixture within the straw tubes. For recent results on the alignment of the tracking

system using collision and cosmic-ray tracks see [69].

Figure 2.4: The ATLAS inner detector [70].
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2.2.3 The calorimeter

The calorimeter system, displayed in figure 2.5, comprises two components: the electromag-

netic and the hadronic calorimeter. These are so-called sampling calorimeters as they consist

of alternating layers of high-density absorption material (metal) and layers which can mea-

sure the deposited energy (liquid argon or scintillators), inferring the original particle energy

from the sampled particle shower. The calorimeter has a complete azimuthal symmetry and

measures particles up to very high pseudorapidity values in order to facilitate an accurate

inference of missing transverse momentum associated with non-detectable particles.

Figure 2.5: The ATLAS calorimeter [71].

The electromagnetic calorimeter covers a pseudorapidity region up to |η| < 3.2 and

consists of lead absorption and liquid argon sampling layers. In the region up to |η| <

1.8, a liquid argon presampler detector is used to correct for the energy lost by electrons

and photons upstream of the calorimeter. The hadronic barrel calorimeter, covering up to

|η| < 1.7, uses plastic scintillator tiles embedded in an iron absorber. The hadronic end-cap

calorimeters with a coverage from |η| > 1.5 to |η| < 3.2 use again liquid argon technology,

due to intrinsic radiation tolerance needed in the forward region, together with copper plates

as absorbers. The forward calorimeter in the region 3.1 < |η| < 4.9 comprises three modules

where the first, using copper, is optimized for electromagnetic measurements and the other

two, using tungsten, measure mainly the energy of hadronic interactions. The readiness of

the calorimeters has undergone extensive successful testing [72, 73].
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2.2.4 The muon system

The detection of muons is based on the magnetic deflection of their trajectories using three

superconducting air-core toroid magnets situated outside the calorimeter system, one of

which in the form of eight large loops in the barrel region and the other two inserted in the

end-caps consisting of eight coils each. Figure 2.6 shows the positions of the magnets and

the four different types of muon chambers, which can be divided in two basics sets with one

dedicated to the triggering on muons and the other providing precisions measurements of

the muon tracks. The design of the muon system complies with the requirement to measure

the transverse momenta of 1 TeV muons with a resolution of less than 10%.

Figure 2.6: The ATLAS muon system [74].

Muon triggering Resistive Plate Chambers (RPC) in the barrel region (up to |η| < 1.05)

and Thin Gap Chambers (TGC) in the end-caps (1.05 < |η| < 2.4) constitute the fast muon

trigger system, which delivers track information on a timescale of a few tens of nanoseconds

after the passage of the particle. Complementary to the precision chambers, the trigger

chambers measure a second track coordinate orthogonal to the one provided by the former.

Muon track measurement Monitored Drift Tubes (MDT) and Cathode Strip Chambers

(CSC) provide high precision tracking up to an absolute pseudorapidity of 2.7. The former

contain three to eight layers of drift tubes and cover most of the η region, while the latter are

multiwire proportional chambers with cathode planes segmented into strips in orthogonal
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Figure 2.7: The ATLAS muon system [1]. The sub-detectors are arranged in stations at

increasing distance from the nominal collision point, which is at the center of the displayed

coordinate system.

directions and offer higher granularity needed in the forward region. The subdetectors are

located in three separated stations at increasing distance from the nominal collision point as

displayed in figure 2.7.

2.2.5 Trigger system

As mentioned above, approximately 40 million proton-proton collision each second are ex-

pected when operating the LHC at the design luminosity. Only a tiny fraction of the result-

ing events, where two partons collide head-on, are of interest for the majority of the physics

analyses. These events need to be singled out and stored for the so-called offline analysis.

This task is handled by the three levels of the ATLAS trigger system. The first level

(L1), which is hardware-based, uses only a limited portion of the detector information in

order to provide fast decisions within 2.5µs, reducing the potentially interesting events to

about 75,000 per second. In addition, it flags the regions within the events where its selection

process has identified interesting features. The information fed into this trigger includes the

transverse momenta of leptons, photons and jets as well as a crude determination of the miss-

ing momentum and the total transverse energy. The software-based second (L2) and third

(Event Filter) levels exploit the full granularity and precision of the sub-detectors together

with gradually more sophisticated algorithms to further reduce the number of interesting

events to 3,500 (decision time 40ms) and 200 (decision time 4 s) per second, respectively.
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2.2.6 Object identification and reconstruction

This subsection gives an introduction to the identification and reconstruction of objects

– i.e. jets, electrons, muons and missing momentum – used in the supersymmetry search

presented in Part II. Photons and taus are not considered. Details on the object definition

are given in the dedicated subsections of each chapter (subsections 3.3, 4.5 and 5.4).

Jets

The measurement of quarks and gluinos through the detection of their associated jets of

hadrons is driven by several requirements (see e.g. [1]). From a theoretical point of view, the

jet reconstruction should reflect the original hard scattering and it should be infrared- and

collinear-safe, which means that the reconstruction is to be invariant with respect to addi-

tional emission of a soft or collinear partons within the jet. Furthermore, the reconstruction

should not be affected by other activity in the event or by signal-dependent detector effects

and it should display a high reconstruction efficiency.

Two different jet finding algorithms are used in the analyes of Part II: The fixed cone

jet finder fed by calorimeter tower signals as described on pages 261ff. of [1] and the anti-kt

algorithm [75] using topological cell clusters as input.

In the first case, tower signals, defined by overlaying the calorimeter cells with a fine

grid in η and φ (e.g. ∆η = ∆φ = 0.1), are taken as input for the algorithm. The cells

with highest transverse momenta surpassing a given threshold act as seeds, around which

all objects within a certain cone radius (typically ∆R = 0.4 or 0.7) are assigned to a new

jet in a recursive manner. This algorithm is generally not infrared-safe, which can be partly

improved upon by using split and merge techniques between adjacent jets: After stable

cones are established, cones which share energy are either merged into one jet or split in two

separate ones depending on the fraction of the energy they have in common.

The anti-kt algorithm employed uses topological cell clusters as input, which are three

dimensional energy deposits constructed by imposing decreasing signal-to-noise thresholds

on cells with increasing distance from seed cells. A distance measure between the clusters

depending on their transverse momenta and angular separation is used to uniquely assign

them to then collinear- and infrared-safe jets.

For the jets considered in the analysis of Part II, the reconstruction efficiency of the

employed algorithm is close to 100% (see e.g. [76]).

Electrons

Electrons are reconstructed from measurements taken both in the inner detector and the

calorimeters. In principle, candidates can be chosen using a cut-based approach or multi-

variate analysis techniques. In the analyes of Part II, only the cut-based method is employed,

for which three reference sets of cuts have been defined (see pages 75ff. of [1]): loose, medium
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and tight. Generally, a looser selection exhibits a higher reconstruction efficiency, but also a

higher contamination of jets faking electrons.

The electron reconstruction starts by selecting electromagnetic seed clusters using a slid-

ing window algorithm, which are then tried to match to a track in the inner detector subject

to the cuts defined by the three different sets:

• Loose cuts: These cuts include requirements on the lateral shape and width of the

shower in the second layer of the electromagnetic calorimeter, where electrons typically

deposit most of their energy. Furthermore, an upper cut on the ratio of the transverse

energy in the first layer of the hadronic calorimeter over the transverse energy of the

electromagnetic cluster, which quantifies the hadronic leakage, is imposed.

• Medium cuts: The medium cuts include the loose cuts and require in addition cuts

on the energy deposits in the first layer of the electromagnetic calorimeter and cuts on

the matched track in the inner detector. The latter includes a minimal number of hits

in the pixel and strip subdectectors and a maximum transverse impact parameter.

• Tight cuts: The tights cuts make full use of the available identification tools. Among

others, the cuts on the track–cluster matching are tightened and TRT measurements

are included on top of the medium selection.

The medium selection constitutes the basis for the electron definition in the analysis of

Part II. The reconstruction efficiency for isolated, i.e. originating from vector boson decay,

medium electrons amounts to about 80% to 90% depending on the details of the cuts ap-

plied [1, 77]. The relative energy resolution is estimated to be of the order of a few percent,

as shown on pages 56ff. of [1] and in [77], and decreases to about 1% for energies above

200 GeV.

Muons

There exist different approaches to identify muons by using the muon spectrometer, the

inner detector or a combination of the two, as decribed on pages 161ff. of [1]. Standalone

muons are reconstructed by identifying tracks in the muon system and extrapolating them to

the beamline. Standalone muons can also be matched to tracks found in the inner detector

resulting in so-called combined muons. Finally, extrapolated inner detector tracks can be

associated with nearby hits in the muon spectrometer yielding tagged muons. Two standard

algorithms are available for each approach, grouped in two collections, which are labeled by

the name of the respective combined alogrithm: Staco and Muid.

In the analyes of Part II, combined Staco muons are considered (except where stated

otherwise), which are reconstructed using a statistical combination of the two independent

track measurements in the inner detector and the muon spectrometer by means of their

covariance matrices. The difference between the two track vectors weighted by the combined
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covariance matrix, expressed as a χ2-value, is used as a quality criterium for the track

matching. The reconstruction efficiency for combined muons with χ2 < 100 is well above 90%

(pages 174ff. of [1] and also e.g. [78]). The relative muon transverse momentum resolution

is of the order of a few percent, as shown on pages 175ff. of [1] and in [79].

Missing transverse momentum

The missing transverse momentum, which is defined in section 3.4, can be determined by

either of two different approaches, both of which combine measurements in the calorimeter

and reconstructed muon tracks (see pages 368ff. of [1]). The cell-based method starts with

calorimeter energy deposits above a certain threshold which are then reweighted according to

the objects they are associated with. The object-based method starts with the reconstructed

objects and considers the remaining deposited energy as originating from charged and neutral

pions. More details on the employed definition of the missing transverse momentum are given

in the dedicated subsections of each chapter.

35





Part II

Supersymmetry search in the

one-lepton channel with ATLAS
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Chapter 3

Prospects for supersymmetry

discovery at
√
s = 14 TeV

3.1 Introduction

If supersymmetry is a fundamental symmetry of nature, there is good reason to believe,

as argued in chapter 1, that the supersymmetric partners of the Standard Model particles

have masses around the TeV-scale. Should they exist, they are expected to be abundantly

produced by the proton-proton collisions at the LHC, giving rise to final states with hard jets

and possibly high-energetic leptons from weak decays (cf. subsection 1.3.4). If, in addition,

R-parity is conserved, SUSY particles will always be produced in pairs and the lightest

supersymmetric particle (LSP) will be stable. For reasons outlined in section 1.2, the LSP

is expected to be only weakly or gravitationally interacting and therefore escapes direct

detection by ATLAS.

Thus, the typical signature of such a realization of supersymmetry is a final state with

hard jets, substantial missing energy and potentially one or more isolated leptons.

The strategy of the ATLAS SUSY Working Group [80, 81] for the search for R-parity

conserving supersymmetry has been to divide the analyses in exclusive lepton multiplicity

final states. This allows for a more specialized estimation of the varying background com-

position of each subsignature. Some analyses have been further subdivided into different

jet multiplicities to cover the different regions of phase space more effectively. Eventually,

results from the various selections can be combined to increase the overall sensitivity.

The analysis presented in this thesis, denoted as one-lepton analysis in what follows,

selects final states with exactly one isolated electron or muon in addition to several jets

and missing energy in the plane transverse to the beams. Its aim is to look for significant

deviations from the Standard Model expectations. If none are found, possible SUSY scenarios

can be excluded and the existing limits for minimal masses of supersymmetric particles can

be raised.

More generally, the following analysis can be considered as a search for any hitherto
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unknown signal which is produced through the strong force and features large missing energy

in combination with an isolated lepton.

This chapter deals with the prospects of a supersymmetry search in the one-lepton chan-

nel for the LHC design centre-of-mass energy of
√
s = 14 TeV. It introduces the one-lepton

search, which is then further refined in the two subsequent chapters where the analysis of

the data collected with the ATLAS detector in 2010 is discussed.

The presented results have been published on pages 1589ff. of [1]. The author has sig-

nificantly contributed to the work on the 4-jet selection and provided the studies on the 2-

and 3-jet selections as well as the results on the discovery reach of the one-lepton analysis.

In the context of the analysis, lepton refers to either an electron or a muon and not a

tau.

3.2 Signal and background simulation

In the following, the modeling of the relevant physics processes, as described in section 1.3,

in this analysis is briefly discussed. For further details on the simulation see pages 6f. and

1515ff. of [1].

Signal samples

Since even the minimal supersymmetric extension of the Standard Model spans a 105-

dimensional phase space, the mSUGRA realization of SUSY, introduced in section 1.2, is

taken as a test scenario due to its low number of free parameters. The following mSUGRA

benchmark points are chosen to cover a wide range of SUSY masses and decay topologies

while being roughly consistent with the estimated cold dark matter density in the universe:

• SU1: m0 = 70 GeV, m1/2 = 350 GeV, A0 = 0, tanβ = 10, µ > 0

• SU2: m0 = 3550 GeV, m1/2 = 300 GeV, A0 = 0, tanβ = 10, µ > 0

• SU3: m0 = 100 GeV, m1/2 = 300 GeV, A0 = −300 GeV, tanβ = 6, µ > 0

• SU4: m0 = 200 GeV, m1/2 = 160 GeV, A0 = −400 GeV, tanβ = 10, µ > 0

• SU6: m0 = 320 GeV, m1/2 = 375 GeV, A0 = 0, tanβ = 50, µ > 0

• SU8.1: m0 = 210 GeV, m1/2 = 360 GeV, A0 = 0, tanβ = 40, µ > 0

Table 3.1 lists the corresponding cross-sections, calculated with PROSPINO 2.0.6 [48, 49, 50],

and the number of Monte Carlo events for each sample. The samples have been gener-

ated with HERWIG [41, 42] using the particle spectrum predicted by ISAJET [47] and

CTEQ6M [82] for the parton distribution, followed by the full detector simulation provided

by GEANT4 [51]. The masses of the SUSY particles predicted for each point are shown in

Table A.1 in the appendix.
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Table 3.1: SUSY benchmark signals with their leading order (σLO) and next-to-leading or-

der (σNLO) cross-sections, number of generated MC events (N) and corresponding integrated

luminosity (L).

Signal σLO [pb] σNLO [pb] N L [fb−1]

SU1 7.4 10.9 200,000 18.4

SU2 4.9 7.2 50,000 7.0

SU3 18.6 27.7 500,000 18.1

SU4 262.0 402.2 200,000 0.5

SU6 4.5 6.1 30,000 4.9

SU8.1 6.4 8.7 50,000 12.2

In order to estimate the discovery reach of the one-lepton analysis, two planes in the

mSUGRA parameter space, defined by constant values of tanβ, A0 and µ, are sampled:

• tanβ = 10, A0 = 0, µ > 0 grid: 625 points are chosen with 25 steps of 120 GeV from

60 to 2940 GeV in m0 and 25 steps of 60 GeV from 30 to 1470 GeV in m1/2. The

computation of 25 points failed due to theoretical reasons.

• tanβ = 50, A0 = 0, µ > 0 grid: 225 points are chosen with 15 steps of 200 GeV from

200 to 3000 GeV in m0 and 15 steps of 100 GeV from 100 to 1500 GeV in m1/2.

For each point of the grids 20,000 events have been generated, again with HERWIG and

ISAJET. Due to limited resources only the simplified detector simulation ATLFAST [52] has

been applied. The leading order cross-sections provided by HERWIG have been used, which

are generally smaller than the corresponding next-to-leading order ones.

Background samples

The following Standard Model processes contribute to the background in the one-lepton

SUSY search with diverse importance: top pair production (tt̄), W + jets, Z + jets, QCD

multi-jets, and di-boson events.

Top pair production, which turns out to be the dominant background, has been modeled

with MC@NLO [37, 38, 39]. HERWIG has been used for the simulation of the parton

shower and the fragmentation of the particles in the jets. The underlying event has been

modeled with JIMMY [43]. For W/Z + jets ALPGEN [36] has been chosen in order to

reliably predict the additional jets in the vector-boson production, again with HERWIG and

JIMMY for hadronisation and the underlying event respectively. Next-to-next-to-leading

order (NNLO) cross-section have been determined with FEWZ [46]. For the 2- and 3-jet
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selections, presented in section 3.8, PYTHIA has been used for the W/Z + jets processes as

the ALPGEN samples have been produced with a 4-jet generator filter.

Due to the large Monte Carlo statistics required for the QCD multi-jet events, they

have been produced with PYTHIA [35]. The di-boson samples have been generated with

HERWIG. The full detector simulation using GEANT4 has been applied on all background

samples.

CTEQ6L [82] and CTEQ6M parton distributions have been used for cross-sections cal-

culated at leading and next-to-leading order respectively. For all processes except QCD

multi-jets, the number of generated events exceeds an equivalent integrated luminosity of

1 fb−1. The cross-sections of the main Standard Model backgrounds are summarized in

table 3.2.

Table 3.2: Cross-sections of the most relevant backgrounds. The figures for the next-to-next-

to-leading order (NNLO) W/Z cross-sections are stated per lepton flavor. The tt̄ next-to-

leading order (NLO) cross-section calculation includes a next-to-leading logarithm resum-

mation (NLL) [83].

Process σ [pb] Order

tt̄ 833 NLO & NLL

W → ℓν 20,500 NNLO

Z → ℓℓ 2,020 NNLO

QCD 3.67× 108 LO

3.3 Object definition

The definition of the objects considered in the analysis is based on the identification and

reconstruction algorithms outlined in subsection 2.2.6.

Jets

Jets are reconstructed using the fixed cone algorithm, the definition and performance of

which are explained in detail on pages 262ff. of [1]. A narrow cone size of Rcone = 0.4 is

chosen to account for the expected high jet multiplicity of supersymmetry events. The jets

are required to have a minimum transverse momentum of pT > 20 GeV and to lie within a

pseudorapidity of |η| < 2.5.
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Electrons

The medium selection cuts are employed to reconstruct electrons which provide a high effi-

ciency (around 80%) while retaining sufficient purity (jet background rejection roughly 2000)

for isolated electrons in the SUSY analysis presented below (see pages 79 and 86f. of [1]).

Electrons are required to have a minimum tranvserse momentum of pT > 10 GeV and a

pseudorapidity of |η| < 2.5. As an additional isolation criterium the transverse energy in

a cone of ∆R = 0.2 around the electron, computed using the calorimetric information, is

not to exceed 10 GeV. Jets overlapping with such an electron within a radius of ∆R < 0.2

are discarded. If the two objects overlap within 0.2 < ∆R < 0.4, the electron is rejected as

it mostly originates from a particle decay inside the jet. Finally, events are not considered

with an electron reconstructed in the so-called crack region 1.37 < |η| < 1.52, where the

identification is degraded due to both the large amount of material in front and the crack

between the barrel and extended barrel of the calorimeter [55].

Muons

The Staco algorithm is used to reconstruct combined muons (for details see pages 162ff. of [1]).

To ensure a reasonable quality of combination, the χ2 of the track matching is required to

be less than 100. If several inner detector tracks match a spectrometer track, the one with

the smallest ∆R is taken. Muons are required to have a minimum transverse momentum

of pT > 10 GeV and a pseudorapidity of |η| < 2.5. As for electrons, the total calorimeter

energy deposited in a cone of ∆R = 0.2 around the muon must not exceed 10 GeV. Muons

identified within ∆R < 0.4 of a jet are rejected.

Missing transverse energy

The missing transverse energy is calculated from calorimeter cells (cell-based method), where

the cells contribute with different calibration weights depending on the objects (jets, leptons

and non-associated clusters) they are associated with (pages 368ff. of [1]). Sources of so-called

fake missing energy (e.g. noisy or dead calorimeter cells, electronic problems, beam-gas and

-halo events, cosmic rays) are not considered here.

3.4 Global variables

The approach of this analysis is to enhance the amount of selected potential signal events

compared to Standard Model background events by cutting on variables defined in the plane

transverse to the beam. Besides the transverse momenta of the reconstructed objects, the

following variables are used throughout this part of the thesis.
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Missing transverse momentum

The missing transverse momentum Emiss
T , synonymously called missing transverse energy,

is the norm of the vectorial sum of all particle momenta in the transverse plane. Neglect-

ing any initial transverse momentum in the incoming protons, this quantity would be zero

owing to conservation of momentum. In the experiment, it always has a finite value arising

from undetectable particles and mismeasurements. It is expected to be large in R-parity

conserving SUSY events due to the stable lightest SUSY particles, which leave the detector

unnoticed. The longitudinal component of the missing momentum cannot be determined

since the momenta of the partons prior to the collision are not known.

Effective mass

The effective mass, denoted as meff , is the scalar sum of transverse momenta of the main

objects in the selected events and is defined as

meff =

Njets
∑

i=1

pjet,iT + plepT + Emiss
T . (3.1)

Njets is the jet multiplicity of the selection, e.g. in the 4-jet one-lepton channel the four

hardest jet transverse momenta would be included, neglecting any further jets present in

the event. plepT is the transverse momentum of the selected lepton and Emiss
T the missing

transverse energy. In SUSY events, the effective mass is related to the mass scale of the

produced SUSY particles.

Transverse mass

The transverse mass is defined as the invariant mass of the lepton and the vector of the

missing energy in the plane transverse to the beam. Assuming that the masses of both

objects are negligible, it is calculated by

mT =

√

2 plepT Emiss
T (1− cos(∆φ)) , (3.2)

where ∆φ is the angle between the lepton and the Emiss
T -vector in the transverse plane. In

the case of a W decay, the transverse mass of the lepton and the neutrino cannot exceed the

rest mass of the W (within detector resolution).

Transverse sphericity

Due to their high masses, SUSY particles are expected to be produced almost at rest com-

pared to Standard Model particles. The ensuing cascade-decay results in a rather spherical

distribution of the decay products, a feature which can be exploited to discriminate against

Standard Model events. The transverse sphericity is defined as
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ST =
2λ2

(λ1 + λ2)
, (3.3)

where λ1 and λ2 are the eigenvalues of the 2× 2 transverse sphericity tensor

Sij =
∑

k

pkipkj/
∑

k

p2k (3.4)

built from the two-component momenta pk of all selected jets and leptons in the transverse

plane. Spherical distributions are characterized by transverse sphericity values close to unity.

3.5 Trigger

For an analysis investigating events with exactly one isolated lepton, a single lepton trigger

is the obvious choice. Since this study has been carried out before the start of data-taking,

such a trigger has been only simulated, yielding an efficiency of around 80% (see pages

1589f. of [1]) both for background and signal events. For simplicity, an efficiency of 100% is

assumed in this analysis.

3.6 Significance of observation

5σ discovery The one-lepton analysis constitutes a simple counting experiment. The

number of observed events is Poisson-distributed with a mean value which is the sum of the

expected number of Standard Model background events and the expected number of events

of a possible signal.

In order to claim the discovery of new physics, one usually tries to falsify the hypothesis

that there is only Standard Model physics present. Thus, one calculates the probability p,

also called p-value, of observing the Ndata data events or even more given the expected

number of Standard Model events Nb:

p =
∞
∑

i=Ndata

e−NbNb
i

i!
(3.5)

High energy physics folklore considers a measurement to be a discovery, i.e. one can safely

reject the SM-only-hypothesis, if the probability p turns out to be smaller than 2.9 × 10−7,

which corresponds to the integrated tail of a Gaussian distribution beyond five standard

deviations (so-called 5σ discovery).

Incorporating background uncertainties In general, however, the expected number of

events Nb is not known with perfect accuracy and the systematic uncertainty δNb associated

with it needs to be accounted for in the calculation. One way to do this is to consider it as

a Bayesian prior. Since the uncertainty often arises from various sources, one can assume
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a Gaussian distribution of the prior as stated by the central limit theorem of probability

theory.

The probablity p to observe Ndata or more events given the expectation Nb± δNb is thus

calculated by:

p = A

∫

∞

0
db G(b;Nb, δNb)

∞
∑

i=Ndata

e−bbi

i!
, (3.6)

where G(b;Nb, δNb) is a Gaussian with mean Nb and standard deviation δNb. The factor

A =





∞
∫

0

db G(b;Nb, δNb)
∞
∑

i=0

e−bbi/i!





−1

ensures normalization to unity.

The probability p can be transformed into Gaussian standard-deviations, denoted in the

following by the symbol Zn, using the formula

Zn =
√
2 erf−1(1− 2p), (3.7)

where erf(x) represents the Gauss error function.

Look-elsewhere-effect The look-elsewhere-effect, also calledmultiple-comparison-problem,

denotes that fact that a determined probability does not correspond to the true frequency

of occurence any longer if more than one selection is considered. This can easily lead to

the misinterpretation of a statistical fluctuation as a real phenomenon. Thus, one has to

correct the determined Zn according to the true frequency. In the absence of an obvious

analytic formula one can employ so-called toy Monte Carlos: One generates a sufficiently

large number of random pseudo-measurements from the SM-only-hypothesis and establishes

a relation between the determined probablity and the observed frequency.

3.7 4-jet selection

Given the expected cascade-decay of the produced SUSY particles (cf. subsection 1.3.4),

which implies the radiation of additional quarks and gluons, many SUSY final states will

exhibit a high jet multiplicity. Thus, a signature believed to be very sensitive for supersym-

metry has been proposed in 1999 [84], which contains at least four jets with high transverse

momentum.

Based on this proposal, the following event selection criteria constitute the one-lepton

analysis in the 4-jet selection:

1. At least four jets with a pT > 50 GeV, with at least one of these having pT > 100 GeV.

2. Exactly one electron or one muon with pT > 20 GeV.
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3. No secondary lepton with pT > 10 GeV.

4. Missing transverse energy: Emiss
T > 100 GeV as well as Emiss

T > 0.2 meff .

5. Transverse sphericity: ST > 0.2.

6. Transverse mass, formed from the lepton and the missing energy: mT > 100 GeV.

7. Effective mass: meff > 800 GeV.

The required isolated lepton and a minimum of transverse missing energy aim to suppress

the background coming from QCD multi-jet events. Cut 3 ensures an exclusive selection with

respect to other analyses (see [1]), in particular with the di-lepton selection. The missing

transverse energy, which is associated with the non-detectable LSP in the presence of signal,

should have at least the same magnitude as the average jet transverse momentum which is

realized by the second condition of cut 4. The latter condition is also intended to be effective

against fluctuations of the missing energy, which grow with increasing calorimeter activity.

The transverse sphericity cut is a requirement on the angular pT distribution of the event

in the transverse plane and is introduced to exploit the expected sphericity of SUSY events.

Since its impact is rather modest (see below in table 3.3), it is dropped in later stages of the

analysis (cf. chapters 4 and 5). Cut 6 is devised as a veto on events where the lepton and

the missing energy originate from a W decay and is thus effective against top and W + jets

events. Finally, cut 7 selects high-mass final states and defines the signal region.

Table 3.3 shows the expected number of events for a luminosity of 1 fb−1 for the various

cuts defined above. The number of QCD multi-jet events is reduced to zero for the available

MC statistics after cut 4. tt̄ and W + jets constitute the dominant background contributions

for all the remaining cuts. In the signal region tt̄ represents about 90% of the total Standard

Model background. The two plots in figure 3.1 show the effective mass distributions of the

Standard Model backgrounds and the mSUGRA benchmark point SU3, which was defined

in 3.2, after cuts 4 and 6 respectively. The signal stands out clearly from the dominant

tt̄ background, especially in the signal region (meff > 800 GeV) on the right plot.

Table 3.3 also contains the cutflows for the other mSUGRA benchmark points of sec-

tion 3.2. All of them yield a signal-to-background ratio bigger than unity in the signal

region.

In order to properly calculate a significance of observation for these benchmark points,

one needs to take into account systematical uncertainties on the expectated events. Data-

driven methods, discussed in detail on pages 1525-1588 of [1], are expected to yield estimated

errors of ±50% on the rate of QCD and ±20% on tt̄, W + jets events and on all the other

backgrounds. Table 3.4 lists the significances for each SU point for different cuts on the

effective mass calculated with formulas (3.6) and (3.7). Except for SU2 every one of these

signals would trigger a discovery claim (Zn > 5) when defining meff > 800 GeV as the signal

region.
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Table 3.3: Number of expected events for an integrated luminosity of 1 fb−1 after successively

applying the analysis cuts defined in the text.

Sample Cuts 1–4 Cut 5 Cut 6 Cut 7

SU1 571.7 423.0 259.9 232.3

SU2 86.7 75.6 46.1 39.6

SU3 995.7 767.9 450.5 363.6

SU4 7523.6 6260.4 2974.4 895.8

SU6 342.3 250.9 161.9 147.9

SU8.1 296.4 214.4 151.4 136.3

tt̄ 2028.5 1546.8 131.7 36.0

W 425.2 314.8 9.9 5.4

Z 39.0 27.3 1.7 0.2

Di-boson 7.3 5.1 0.8 0.0

QCD 0.0 0.0 0.0 0.0

Standard Model BG 2500.1 1894.0 144.1 41.6

3.8 2- and 3-jet selection

If the masses of the produced SUSY particles are comparatively small or if predominantly

squark pairs are produced, the associated events can often display a low jet multiplicity. In

this section, two analyses selecting events with an isolated lepton and 2 or 3 jets respectively

are introduced, which enhance the overall sensitivity for supersymmetry discovery in the one-

lepton channel. The cuts concerning the leptons, transverse sphericity and the transverse

mass remain unchanged. To compensate the increase of Standard Model background due

to the removal of the fourth jet requirement, the minimal transverse momenta are raised to

150 GeV for the hardest and 100 GeV for the other one or two jets. Furthermore, the cut on

the missing energy needs to be adjusted to Emiss
T > max(100 GeV, 0.3meff , 2j) and Emiss

T >

max(100 GeV, 0.25meff , 3j) for the 2- and 3-jet selection respectively, since the number of

quantities dominantly contributing to the effective mass (jets and missing energy) decreases

from 5 to 3 and 4, respectively.

Figure 3.2 shows the effective mass distributions for events with one lepton and three (on

the left) or two (on the right) jets after all cuts. The SU3 supersymmetry signal stands out

clearly against the background, which arises almost completely from top pair production.

It has to be noted though that the total lack of background in some bins is mainly due to

insufficient statistics. PYTHIA, which offers a less reliable description of additional hard jets
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Figure 3.1: Effective mass distributions after cut 4 (left) and cut 6 (right) defined in the

text for a luminosity of 1 fb−1. Event numbers for the different processes can be found in

table 3.3.

(cf. section 1.3), has been employed to model the W/Z + jets background since the ALPGEN

events of the 4-jet analysis above pass a 4-jet filter on generator level (see section 3.2).
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Figure 3.2: Effective mass distributions for events with one lepton and 3 (left) or 2 (right)

jets after all cuts as defined in the text.

3.9 Discovery reach

In order to estimate the discovery reach of the one-lepton analysis in terms of squark and

gluino masses, two grids in the m0 − m1/2 plane of the mSUGRA scenario are considered,

defined by constant values of A0 = 0, µ > 0 and tanβ = 10 or tanβ = 50, respectively.

Details on the production of the grids are described in section 3.2.

For each point of the grids, the significance of observation is calculated, using formu-

las (3.6) and (3.7), as a function of the cut on the effective mass, which is increased in steps

of 400 GeV. The highest Zn value obtained is then corrected for this multiple comparison

procedure (see section 3.6) and the corresponding grid point considered to be within the
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Table 3.4: Significance of observation Zn for the different SUSY benchmark points for an

integrated luminosity of 1 fb−1 including the systematic uncertainty on the background pre-

diction.

Sample meff > 400 GeV meff > 800 GeV meff > 1200 GeV

Events Zn Events Zn Events Zn

Standard Model BG 144 42 2

SU1 260 7.6 232 12.3 114 18.0

SU2 46 1.5 40 3.4 15 6.0

SU3 450 9.5 364 16.7 110 17.7

SU4 2974 33.7 896 29.4 99 16.6

SU6 162 4.9 148 8.9 76 14.2

SU8.1 151 4.6 136 8.4 66 13.1

5σ discovery reach if Zn,corr > 5. The same systematic uncertainties as in section 3.7 are

applied: ±50% on QCD multi-jet events and ±20% on all other backgrounds.

Figure 3.3 shows the 5σ reach in the one-lepton channel for different jet multiplicity

selections in the tanβ = 10 scenario, again for an integrated luminosity of 1 fb−1. The three

analyses have a comparable performance with slight advantages for the 2- and 3-jet selections

in the low m0 regime, where the pair production of squarks is dominant and therefore in

general fewer jets are present in the events. The shaded areas in the upper left and bottom

right corner cover excluded regions, where either the electrically charged stau is the LSP or

no electroweak symmetry breaking occurs. The dashed green line borders the region where

the chargino has a mass smaller than 103 GeV, which has been excluded by direct searches

at LEP [85]. The figure shows that squark and gluinos with masses up to around 1 TeV can

be excluded with a luminosity of 1 fb−1, as indicated by the dashed grey lines.

In the left plot of figure 3.4 the reach of the 4-jet one-lepton analysis is compared to

the one achieved by analyses requiring different lepton multiplicities. The 4-jet zero-, one-

and two-lepton analyses apply identical cuts on the jet transverse momenta and on Emiss
T in

addition to requiring an isolated lepton veto (for leptons with pT > 10 GeV), exactly one

isolated lepton and exactly one oppositely charged isolated lepton pair (lepton pT > 10 GeV

each), respectively. In addition, the zero-lepton analysis requires the φ-angle between the

direction of the transverse missing energy and each of the three hardest selected jets to be

larger than 0.2. This cut rejects events where the missing energy arises mainly from an un-

derestimation of the energy of a reconstructed jet. It is not applied on the fourth jet in order

to not further reduce the remaining phase space. The 1-jet three-lepton analysis requires
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Figure 3.3: The expected 5σ discovery reach contours for an integrated luminosity of 1 fb−1

for the one-lepton analysis with various jet requirements as a function of m0 and m1/2 in the

tanβ = 10 mSUGRA plane. The horizontal and curved grey lines indicate the gluino and

squark mass contours, respectively, in steps of 500 GeV. The shaded areas are excluded as

described in the text.

at least one jet with pT > 200 GeV and at least three isolated leptons with pT > 10 GeV,

but does not impose any requirements on Emiss
T . The zero-lepton analysis outperforms the

one-lepton selection especially at low m0. The other two show a substantially worse potential

reach.

The right plot of figure 3.4 displays the reach in the tanβ = 50 plane where enhanced

τ production is expected. Also in this scenario the zero-lepton channel seems the most

promising. A dedicated analysis requiring at least one τ instead of the isolated lepton does

not prove to be more effective, which results from the lower efficiency and purity of the τ

identification.
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Figure 3.4: The expected 5σ discovery reach contours for an integrated luminosity of 1 fb−1

for the 4-jet selection with different lepton requirements as a function of m0 and m1/2 in the

mSUGRA scenarios with tanβ = 10 (left) and tanβ = 50 (right). The horizontal and curved

grey lines indicate gluino and squark mass contours, respectively, in steps of 500 GeV. The

shaded areas are excluded as described in the text.

3.10 Conclusion

The search for supersymmetry in one-lepton final states has tantalizing prospects. With an

integrated luminosity of 1fb−1, supersymmetric particles with masses up to around 1 TeV

can be discovered. While the discovery reach of the one-lepton channel in the considered

mSUGRA models is surpassed by that of the zero-lepton selection, the QCD multi-jet back-

ground, whose reliable determination is one of biggest challenges at a hadron collider, has a

much smaller impact. Even though the LHC is currently only operated at half of its design

collision energy, the presented studies keep their relevance for future collisions at ultimately

14 TeV. The discovery reach in other SUSY-breaking models, such as the non-universal-

Higgs model (NUHM) or the anomaly-mediated SUSY breaking model (AMSB), are briefly

discussed in [1] with the one-lepton analysis performing not as well as other search analyses.

52



Chapter 4

Search for supersymmetry at
√
s = 7 TeV with early data

4.1 Introduction

Based on the analysis introduced in the previous chapter, this chapter discusses the search

for supersymmetry in the one-lepton channel using early data, recorded between March and

July 2010 with the ATLAS detector. The results of the analysis have been presented at the

35th International Conference on High Energy Physics in Paris end of July 2010 [2, 3].

Following the incident on Sep. 19th 2008 (see e.g. [58]), which significantly delayed the

start-up of the accelerator, the LHC management decided to set the beam energy to only

half of its design intensity during the first period of data taking, resulting in proton-proton

collisions with a centre-of-mass-energy of 7 TeV. In the following section, the prospects for

supersymmetry discovery at 7 TeV are briefly discussed. The rest of the chapter deals with

the data analysis, where the author has significantly contributed to the work on the event

selection and the background estimation as well as the preparation of the plots.

4.2 Prospective discovery reach at
√
s = 7 TeV

In light of the reduced beam energy during the first period of data taking, the study presented

in the previous chapter has been updated to estimate the supersymmetry discovery reach at
√
s = 7 TeV [86].

In the analyses considered therein, the minimum jet pT requirements have been reduced

from 50 to 40 GeV for all but the leading jets. The minimum leading jet pT has been raised

to 180 GeV in the 2-jet selection. Emiss
T has been required to exceed 80 instead of 100 GeV

in all selections.

In addition, the φ-angle cut (> 0.2) between Emiss
T and each of the selected jets (up to

the third), which has already been used in the zero-lepton analysis in section 3.9, has been

applied in all analyses.
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Figure 4.1 shows the expected discovery reach for these analyes for an integrated lumi-

nosity of 1 fb−1 in the tanβ = 10, A0 = 0, µ > 0 mSUGRA scenario (cf. section 1.2) in

the m0 − m1/2 plane and as a function of squark and gluino masses. As before, the zero-

lepton analysis exhibits the highest sensitivity. The one-lepton selection has a comparable

reach over large parts of this phase space. If the gluino and squark masses are of the same

magnitude, signals with particle masses up to 700 GeV can be discovered with an integrated

luminosity of 1 fb−1.
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Figure 4.1: The 5σ discovery reach contours for various analyses as a function of m0 and

m1/2 (left) as well as squark and gluino masses (right) for the tanβ = 10, A0 = 0, µ > 0

mSUGRA scenario for an integrated luminosity of 1 fb−1 at the reduced centre-of-mass-

energy of 7 TeV [86].

4.3 Signal and background simulation

The same generators as in the analysis in the previous chapter, which is in the following

referred to as prospects-analysis, have been used for the different signal and background

samples (cf. section 3.2). PYTHIA [35], HERWIG [42] and JIMMY [43] have been tuned

with CDF and D0 data [87] for an improved underlying event and minimum bias description.

The full detector simulation, provided by GEANT4 [51], has been applied on all samples

followed by a reconstruction identical to that used for data. The produced samples, their

cross-sections and their sizes in terms of integrated luminosity are shown in table 4.1.
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Table 4.1: Cross-sections (σ) times branching ratios (BR) and integrated luminosities (L)

for the SM backgrounds and SU4. The cross sections are given at NNLO for W → lν and

Z → νν̄, at approximate NNLO [88, 89, 90] for tt̄ and at LO for the QCD multi-jet events

and Z → l+l−. p̂T is the pT of the two partons involved in the hard scattering.

Process σ × BR [nb] L [nb−1]

QCD 8 ≤ p̂T < 17 GeV 9.85× 106 0.14

QCD 17 ≤ p̂T < 35 GeV 6.78× 105 2.06

QCD 35 ≤ p̂T < 70 GeV 4.10× 104 34.1

QCD 70 ≤ p̂T < 140 GeV 2.20× 103 636

QCD 140 ≤ p̂T < 280 GeV 88 1.59× 104

QCD 280 ≤ p̂T < 560 GeV 2.35 5.96× 105

QCD 560 GeV ≤ p̂T 0.034 4.12× 107

W → eν 10.45 2.0× 105

W → µν 10.45 2.0× 105

W → τν 10.45 2.0× 105

Z → νν̄ 5.82 1.0× 105

Z → e+e− 0.79 5.0× 105

Z → µ+µ− 0.79 5.0× 105

Z → τ+τ− 0.79 5.0× 105

tt̄ 0.164 7.0× 106

SU4 0.060 11.9× 105

Signal sample

In this analysis, the mSUGRA submodel SU4 (m0 = 200 GeV, m1/2 = 160 GeV, A0 =

−400 GeV, tanβ = 10, µ > 0, as in section 3.2) is taken as a benchmark signal due to

its low predicted squark and gluino masses (cf. table A.1) and thus relatively high cross-

section. A sample of 50,000 events have been produced with HERWIG++ [44] version 2.4.2

using the particle spectrum and branching ratios predicted by ISAJET [47] version 7.75

and the MRST2007LO* parton density distributions [91]. The cross-section at
√
s = 7 TeV

amounts to 42.3 pb at leading order and 59.95 pb at next-to-leading order as calculated by

HERWIG++ and by PROSPINO [48] respectively.
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Background samples

MC@NLO [37, 38, 39] version 3.41 has been employed to model top pair production together

with HERWIG, JIMMY and the next-to-leading order CTEQ6.6 PDF set [92] for parton

showering, fragmentation and the simulation of the underlying event. W/Z + jets events

have been produced using ALPGEN [36] version 2.13, HERWIG and JIMMY together with

CTEQ6L1 [82]. Their next-to-next-to-leading order (NNLO) cross-sections shown in table 4.1

have been calculated by using the FEWZ program [46]. QCD multi-jet events have been

generated with PYTHIA 6.4.21 using the MRST2007LO* set for the parton density functions.

For the muon channel the events have been filtered requiring at least one muon with pT >

10 GeV and |η| < 2.8 prior to applying the time-consuming detector simulation.

4.4 Data selection

The total integrated luminosity of the data used in the following analysis amounts to (70±
8) nb−1. Single lepton triggers are employed to preselect interesting events.

In the electron channel, the hardware-based trigger L1_EM5 is used together with the

high level trigger EF_g10_loose, which flags events having deposits in the electromagnetic

calorimeter bigger than 10 GeV. This combination displays full efficiency, i.e. (100+0
−10)%, for

data events containing one isolated electron with a pT > 20 GeV. The efficiency modeled in

the Monte Carlo simulation is somewhat lower with (96± 3)%.

For the muon selection, the hardware-based trigger L1_MU6 is chosen, which is tuned to

muon chamber hit patterns caused by 6 GeV muons. Depending on the pseudorapidity, its

efficiency is measured to be (73 ± 5)% for |η| < 1.05 and (82 ± 4)% for 1.05 < |η| < 2.4 for

events containing one isolated muon. The corresponding values in Monte Carlo turn out to

be higher with (80±3)% for |η| < 1.05 and (93±3)% for 1.05 < |η| < 2.4. In both cases, the

efficiencies stay constant for muons with pT > 8 GeV. No reweighting of the Monte Carlo is

performed since the deviation is small compared to other systematic uncertainties considered

(cf. subsection 4.7.3).

Details on the trigger efficiency determination can be found in [93].
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4.5 Object definition

The object selection used for this analysis follows closely that presented in section 3.3 with

the exception of the jet and Emiss
T algorithms.

Jets

Jets are reconstructed using the anti-kt algorithm [75] with a radius parameter of R =

0.4 . The transverse momenta, measured at the electromagnetic scale, are corrected for

dead material and the non-compensating nature of the calorimeter using a simulation-based

calibration [94]. Only jets with a corrected pT > 20 GeV at the hadronic scale and with

|η| < 2.5 are included. Cleaning cuts are applied to reject events which contain jets probably

arising from cosmic rays, calorimeter noise or out-of-time energy deposits [95].

Electrons

Electrons are reconstructed using an improved medium selection, as defined e.g. in [77]. They

are required to have a minimum tranvserse momentum of pT > 10 GeV and to lie within

|ηcalo| < 2.47, where ηcalo is the pseudorapidity measured in the second sampling layer of

the electromagnetic calorimeter. Events are discarded, if a selected electron lies in the crack

region defined as 1.37 < |ηcalo| < 1.52. The expected efficiency is increased to about 90%

with a jet rejection of roughly 7,000 for isolated electrons [77]. The same isolation and jet

overlap removal conditions as in section 3.3 apply.

Muons

The same definitions as in section 3.3 apply, except that the considered pseudorapidity range

is reduced to |η| < 2.4, beyond which muons cannot be triggered. As above, muons within

∆R < 0.4 of a jet are removed. Events with a muon, whose extrapolated track has a distance

of more than 1 cm from the primary vertex in the z-direction, are rejected as those most

probably originate from cosmic rays.

Missing transverse energy

The missing transverse energy is calculated from the topological clusters of the calorimeters

at the electromagnetic scale, without correcting them for the nature of the objects they

are associated with or for losses due to dead material. Cells up to an |η|-range of 4.5 are

included. To account for the contribution coming from well-isolated muons, their vectors are

subtracted from the Emiss
T vector.
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4.6 Event selection

Due to the smaller centre-of-mass energy of 7 TeV and, more importantly, the low recorded

integrated luminosity of 70 nb−1, only the 2-jet one-lepton selection with looser cuts com-

pared to the prospects-analysis is considered. Contrary to the selection of chapter 3, two

separate analyses for the electron and the muon channel are carried out. The following cuts

are applied:

1. Lepton trigger (see section 4.4).

2. Primary vertex with more than four associated tracks.

3. Exactly one lepton with pT > 20 GeV.

4. No secondary lepton with pT > 10 GeV.

5. At least two jets with pT > 30 GeV.

6. Missing transverse energy: Emiss
T > 30 GeV.

7. Transverse mass, formed from the lepton and the missing energy: mT > 100 GeV.

The primary vertex requirement is introduced to reject events potentially unrelated to

proton-proton collisions. Again, the second lepton veto is imposed to avoid overlap with the

di-lepton analysis. Neither the transverse sphericity nor the effective mass cuts are applied.

4.7 Background estimation

Given the low statistics, a comprehensive background estimation using data-driven tech-

niques is not feasible. However, the available data can be used to estimate the overall rate

of the two most significant backgrounds in this analysis, that is QCD multi-jet and W + jets

production.

Since the QCD multi-jet background is only modeled at leading order with PYTHIA, its

total cross-section is not expected to be well predicted. In addition, a slight mismodeling of

the fake lepton rate in the Monte Carlo simulation can result in a significant change of this

background due to its large total rate. It is therefore essential to constrain this background.

W + jets events represent the dominant background contribution for the set of cuts

defined in section 4.6. ALPGEN takes part of the higher order corrections, which are the

source for additional jet radiation, into account. Still, the overall rate for events with high

jet multiplicities might be substantially off (see e.g. [96]) and ought to be verified using data.

Suitable control regions for both processes are defined in the Emiss
T −mT plane after the

2-jet cut. Figure 4.2 shows the distribution of data, QCD multi-jet and W + jets events for

both the electron and muon channel. The electron selection is dominated by QCD, which

is for both lepton flavours concentrated in the low Emiss
T region. The W + jets events are
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predicted to be most prominent in the medium Emiss
T −mT region. This behavior is expected,

since in the case of W + jets events the transverse mass corresponds to the invariant mass

of the W in the transverse plane and the missing energy originates from the non-detectable

neutrino, whose momentum distribution peaks around 40 GeV. Contrary to that, the missing

energy in QCD events arises mostly from mismeasurements and the transverse mass is thus

in general not associated with a particular object.
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Figure 4.2: Emiss
T versus mT plane for background normalization of QCD multi-jet and

W + jets events in the electron (left) and muon (right) channel. The size of the boxes

reflects the relative magnitude of each contribution.

4.7.1 QCD normalization

Following the event distribution in figure 4.2, the QCD control region is defined as Emiss
T <

40 GeV and mT < 40 GeV. The fraction of background events other than QCD is below

the 5%-level in this selection. In a conservative approximation, all its data are considered to

originate from QCD multi-jet events, which results in a slightly overestimated normalization

factor. Table 4.2 lists the measured data events and the associated QCDmulti-jet expectation

for both lepton channels. Separate normalization factors for the electron and muon channel

are determined, in order to account for the different causes, and their modeling in the

simulation, of QCD events to contain reconstructed isolated leptons. The last column of

table 4.2 shows that PYTHIA overestimates the true rate by more than a factor of two in

both cases.
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Table 4.2: Measured data and expected QCD multi-jet events in the QCD region defined by

Emiss
T < 40 GeV and mT < 40 GeV. QCD is overestimated by more than a factor of two.

All errors are statistical.

Data QCD expectation Normalization factor

Electron channel 101 245± 38 0.41± 0.08

Muon channel 15 31.4± 0.9 0.48± 0.12

4.7.2 W + jets normalization

For the W + jets normalization, a medium region defined by 30 GeV < Emiss
T < 50 GeV

and 40 GeV < mT < 80 GeV is chosen. The number of data events as well as the predicted

W and other Standard Model background are shown in table 4.3. The purity of this selection

is worse than in the QCD case above. The other Standard Model contributions consist of

the rescaled QCD (cf. previous subsection) and tt̄, which are subtracted from the data before

calculating a normalization factor. Combining both channels, a scaling factor is derived and

found to be 2.1 ± 1.0. The stated error includes an additional systematic uncertainty of

30% to account for the extrapolation of the factor to the rest of the phase space, but is still

dominated by the statistical uncertainty of approximately 0.7.

Table 4.3: Measured data and expected Standard Model events in the W region defined

by 30 GeV < Emiss
T < 50 GeV and 40 GeV < mT < 80 GeV. QCD is rescaled with the

normalization factors of table 4.2. All errors are statistical. Combining both channels, a

normalization factor of 2.1 ± 1.0 is obtained, including a 30% extrapolation uncertainty as

described in the text.

Data W expectation Other SM expectation

Electron channel 6 2.20± 0.02 0.8± 0.3

Muon channel 4 2.13± 0.02 0.3± 0.1

4.7.3 Systematic uncertainties

The following sources of systematic uncertainties on the background prediction are included

in the analysis, reflecting the shortcomings in the modeling of the physics processes and an

incomplete detector simulation. The treatment is not exhaustive, but believed to include the

major contributions.

One of the most significant contributions concerns the correct determination of the jet
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energy scale. Its uncertainty is estimated as a function of jet transverse momentum and

pseudorapidity, treating all reconstructed jets in a fully correlated way and propagating the

effect to the transverse missing momentum accordingly. The relative uncertainty on the jet

transverse momentum amounts to about 10% within the range 20 GeV < pT < 60 GeV and

7% for values above that [94].

In kinematic regions, for which QCD ALPGEN predictions were available, they have been

compared to the PYTHIA estimation and good agreement has been found. Nevertheless,

a 50% error, in addition to the uncertainty of the normalization factor, is assigned to the

QCD background to cover remaining uncertainties on the shapes of the distributions of the

investigated variables.

As discussed above, a 30% extrapolation uncertainty is included in the error of the

W normalization factor resulting in a total uncertainty of 50% on the W + jets production

rate.

An uncertainty of 60% is applied on the ALPGEN-predicted cross-section of Z + jets

events motivated by the underestimation of the simulation demonstrated in [96].

An 11% luminosity uncertainty [97] is applied, in a fully correlated way, on the Z + jets

and tt̄ backgrounds which are normalized to their respective cross-sections. Remaining uncer-

tainties on the trigger efficiency and the lepton identification efficiency are small in compar-

ison and therefore neglected in this analysis. All systematic errors are added in quadrature

including the statistical uncertainty of the Monte Carlo prediction.

4.8 Results

The four plots in figure 4.3 show the jet multiplicity distributions of the events passing

cuts 1-5 defined in section 4.6, i.e. they contain at least two jets and an isolated electron

or muon. The W + jets and QCD multi-jet backgrounds are scaled to data as described

in the previous section. The yellow band represents the total error on the Standard Model

background including all the systematic uncertainties discussed in subsection 4.7.3. The

errors on the data show the 68% Poisson confidence intervals to indicate the statistical

uncertainty in each bin. Good agreement between data and simulation is found both before

and after applying the Emiss
T > 30 GeV requirement (cut 6), which substantially reduces the

QCD background. The benchmark signal SU4 is enhanced by a factor of 10 for illustrative

purposes and exhibits a higher multiplicity on the average.

Figures 4.4 and 4.5 show the distributions of the same events, without applying the Emiss
T

cut, as a function of the transverse missing energy and the effective mass, respectively. At

this selection stage both channels are clearly dominated by QCD, which is concentrated in

the low Emiss
T -region (cf. figure 4.2). In the range where data are measured, the predicted

shapes are reasonably well reproduced.

When applying the Emiss
T cut, W + jets becomes the largest background contribution as

displayed in figure 4.6. tt̄ and Z + jets remain at a negligible level with their contribution
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Figure 4.3: Jet multiplicities before ((a) and (b)) and after ((c) and (d)) applying a cut

on the transverse missing energy Emiss
T > 30 GeV, for the electron (left) and muon (right)

channel. The SU4 expectation is enhanced by a factor of 10 for illustrative purposes. All

distributions show good agreement between data and Monte Carlo prediction.

more than one order of magnitude smaller than W + jets. The transverse mass distribution

before and after applying the Emiss
T cut are shown in figure 4.7. The W + jets and tt̄ back-

grounds peak around the W -mass in both channels. In order to suppress, in particular, the

former, the transverse mass is required to be larger than 100 GeV (cut 7). The remaining

events are shown in figure 4.8 and constitute the population in the signal region. Two events

in the electron and one event in the muon channel pass all selection cuts and are in agree-

ment with the Standard Model predictions of 3.6 ± 1.6 and 2.8 ± 1.2 events respectively,

with all systematic uncertainties of subsection 4.7.3 included in the stated errors. No excess

hinting at hitherto unknown signals is observed. Figure 4.9 shows the transverse missing

energy distributions after the mT cut. The three signal region data events are measured in

the region of highest probability as predicted by the Standard Model. Table 4.4 summarizes

the number of observed data events and the corresponding background predictions for cuts

5 to 7.
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Figure 4.4: Missing transverse energy distributions for the electron (left) and muon (right)

channel without a cut on the transverse mass (cf. cut 5 in table 4.4).
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Figure 4.5: Effective mass distributions for the electron (left) and muon (right) channel

without cuts on the missing transverse energy or transverse mass (cf. cut 5 in table 4.4).

The data are in good agreement with the Standard Model predictions.

4.9 Conclusion

The analysis of the first (70±8) nb−1 of ATLAS data does not show any significant deviation

from the Standard Model prediction in final states with one isolated lepton and at least two

well-defined jets. The measurements indicate that the backgrounds for consecutive searches

in the one-lepton channel are under control.
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Figure 4.6: Effective mass distributions for the electron (left) and muon (right) channel with

a cut on the transverse missing energy Emiss
T > 30 GeV (cf. cut 6 in table 4.4). The QCD

background has been substantially reduced compared to figure 4.5.

Table 4.4: Observed and predicted number of events after cuts 5, 6 and 7 as defined in

section 4.6. Good agreement with the Standard Model prediction and no indication for

new physics are found. The stated errors include all systematic uncertainties discussed in

subsection 4.7.3.

Cuts applied up to Electron channel Muon channel

(as defined in 4.6) Data Expectation Data Expectation

Cut 5: 2 jets, 1 lepton 143 157 ± 85 40 37 ± 14

Cut 6: Emiss
T > 30 GeV 13 16 ± 7 17 15 ± 7

Cut 7: mT > 100 GeV 2 3.6 ± 1.6 1 2.8 ± 1.2
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Figure 4.7: Transverse mass distributions before ((a) and (b)) and after ((c) and (d)) applying

a cut on the transverse missing energy Emiss
T > 30 GeV, for the electron (left) and muon

(right) channel. As expected, the W + jets and tt̄ backgrounds peak around the W -mass.
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Figure 4.8: Effective mass distributions for the electron (left) and muon (right) channel

with a cut on the transverse missing energy Emiss
T > 30 GeV and on the transverse mass

mT > 100 GeV to better reject leptons from W decays (cf. cut 7 in table 4.4). Only three

data events remain in the signal region consistent with the Standard Model prediction.
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Figure 4.9: Missing transverse energy distributions for the electron (left) and muon (right)

channel after a cut on the transverse mass mT > 100 GeV. The three signal region data

events are measured in the region of highest probability as predicted by the Standard Model.
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Chapter 5

Search for supersymmetry at
√
s = 7 TeV with all data taken in

2010

5.1 Introduction

In this chapter, which concludes the part on supersymmetry searches, the one-lepton channel

analysis including all the data collected in 2010 is discussed, with a focus on the contribution

provided by the author.

Thanks to a smoothly running machine, a total of 45 pb−1 of integrated luminosity could

be recorded by ATLAS until end of October 2010. This substantial amount of data to-

gether with an increase in manpower allowed for a more sophisticated analysis in terms of an

improved background determination, culminating in a combined estimation by means of a

profile likelihood fit. As in the previous chapter, the subsequent sections first briefly describe

the physics simulation, data selection and object definition, followed by the definition of the

event selection cuts, the Standard Model background determination focusing on the W esti-

mation and the presentation of the various data distributions. Continuing the practice of the

analysis with early data, two parallel selections distinct by the flavor of the event’s isolated

lepton are investigated for significant deviations from the Standard Model predictions. In

the absence of any significant excess, new limits both on a general signal rate and the squark

and gluino masses in a mSUGRA scenario can be set and are presented at the end of the

chapter.

A large part of the results shown below have been published in [4] and in a supporting

ATLAS-internal note [98]. The author has significantly contributed to the work on the event

selection and the W background estimation.
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Table 5.1: NNLO cross-sections of the most relevant backgrounds and NLO cross-section

of the benchmark signal SU4. The cross-section for tt̄ is approximately NNLO as defined

in [88, 89, 90]. The figures for W/Z are stated per lepton flavor. The QCD multi-jets

background is scaled to data in an appropriate control region (see subsection 5.6.1). For

more details see tables B.1 to B.3 in the appendix.

Process σ [pb]

tt̄ 160

W → ℓν 10,450

Z → ℓℓ 1,070

SU4 60

5.2 Signal and background simulation

The same samples as in the previous analysis with early data, which is for the rest of

the chapter referred to as early-data-analysis, are used both for the mSUGRA benchmark

signal SU4 and the Standard Model backgrounds (cf. section 4.3). In addition, single top

processes simulated with MC@NLO [99, 100], Wbb̄ produced with ALPGEN and di-boson

samples produced with HERWIG are included. The QCD multi-jet events simulated with

PYTHIA are normalized to data in a QCD control region (see subsection 5.6.1). Samples

including pile-up effects have been used when available. However, no significant difference on

the background estimation compared to non-pile-up samples is observed (for details on the

study see appendix A in [98]) and therefore no additional systematic uncertainty is assigned.

For the determination of exclusion limits on the squark and gluino masses, which is

presented in subsection 5.7.3, 220 grid points in the m0 − m1/2 plane of the tanβ = 3,

A0 = 0, µ > 0 mSUGRA scenario have been generated with ISAJET [47] version 7.75

together with HERWIG++ [44] and the MRST2007LO* [91] PDF set. The tanβ value has

been decreased from 10 used in the prospects-analysis (cf. section 3.2) to 3 since most of the

limits provided by the Tevatron experiments are available for the latter value.

Table 5.1 summarizes the cross-sections for the most important background processes

and the benchmark signal SU4. All V + jets samples are normalized to NNLO cross-sections

or, in the case of tt̄, to approximate NNLO as defined in [88, 89, 90]. A full list of the

employed samples can be found in the appendix section B.1. The full detector simulation,

provided by GEANT4, has been applied on all samples.
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5.3 Data selection

As mentioned above, data with an integrated luminosity of approximately 45 pb−1 have been

recorded by ATLAS. Requiring good operating conditions of all relevant subsystems, in order

to ensure object reconstruction and trigger operation at the expected level of quality, reduces

the amount of useable data to about (35±4) pb−1 with a luminosity uncertainty of 11% [97].

Interesting events are flagged with single lepton triggers for the offline analysis. Ta-

ble 5.2 lists the data taking periods with their corresponding integrated luminosity and the

unprescaled triggers used. In the Monte Carlo simulation, the same trigger is used for all

data periods.

Table 5.2: Data taking periods with their corresponding integrated luminosity (L) and the

unprescaled triggers used to select electron and muon events for the offline analysis.

Electrons Muons

Period L [pb−1] Data Simulation Data Simulation

A–D 0.3 EF e10 loose EF e10 medium L1 MU6 EF mu10 MSonly

E 0.9 EF g17 etcut EF e10 medium EF mu10 MSonly EF mu10 MSonly

F–H 14.4 EF e15 medium EF e10 medium EF mu13 EF mu10 MSonly

I 19.0 EF e15 medium EF e10 medium EF mu13 tight EF mu10 MSonly

The electron trigger efficiency is determined via a tag-and-probe-method and found to

be almost at 100% for electrons with a pT > 20 GeV, being in very good agreement with

the efficiency found in Monte Carlo. The muon trigger efficiency, determined using both a

muon-independent data stream and tag-and-probe is worse with 0.74 ± 0.01 in the barrel

and about 0.91 ± 0.01 in the endcap region for muons in the trigger plateau starting at

pT ≈ 15 GeV. The efficiency in the simulation is approximately 10% and 1% higher in the

barrel and endcap regions respectively, which yields an overall scale factor of 0.95 ± 0.05.

Since the factor is compatible with unity, it is only applied in the combined profile likelihood

fit discussed in subsections 5.7.2 and 5.7.3 in order to determine the statistical uncertainties

more accurately. The underlying studies are presented in detail in [98].

5.4 Object definition

The object definition is based on the one of the early-data-analysis (section 4.5), but has

been further refined using the additional collected data.
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Jets

As in the analysis of chapter 4, jets are reconstructed using the anti-kt algorithm with a

cone of Rcone = 0.4 and are calibrated to the hadronic scale. The jets are required to have

a minimum transverse momentum of pT > 20 GeV and to lie within a pseudorapidity range

of |η| < 2.5. As above, a set of cleaning cuts is applied to reject events which contain jets

probably not originating from proton-proton collision (for details see [98, 101]). The latter

concerns less than 0.1% of the events in data and in a typical SUSY signal simulation.

b-Jets

In order to obtain a top quark-enhanced sample a b-jet identification algorithm [102], shortly

called SV0 tagger, is used on top of the jet reconstruction described above. b-jets originate

from secondary vertices, which are significantly displaced from the primary vertex of the

collision due to the decay of the b-hadron within the jet. A jet is tagged if its signed

decay length significance L/σ(L) is greater than 5.72, where L is the decay length, σ(L) its

resolution and the sign given by the projection of the decay length on the jet axis. This

particular value is chosen since it yields a reasonable b-tagging efficiency of about 55% while

providing a good rejection against other quark and gluon jets [103, 104].

Based on dedicated SV0 tagger performance studies [105], the b-tag efficiency and mistag

rate in the Monte Carlo simulation are corrected by calculating weights for each selected jet,

both tagged and non-tagged, and reweighting the whole event by the product of these jet

weights, as detailed in [106, 98].

Electrons

The electron definition, detailed in [77, 107], is based on the medium-level selection used in

the previous chapter. Candidates must fulfill shower shape criteria in the first two layers

of the electromagnetic calorimeter and certain quality critera on the loosely matched inner

detector track. In addition, no energy deposits in the first layer of the hadronic calorimeter

are allowed. Electrons having these properties are labeled RobustMedium. If they pass further

requirements in the pixel detector, in the TRT and on the ratio of cluster energy to track

momentum, they are classified as RobusterTight electrons. Since the latter requirements are

sufficient for a good rejection against fakes from QCD multi-jet events (roughly 6000 and

80000 for RobustMedium and RobusterTight respectively [107]), no further isolation criteria

are imposed.

Electrons are required to fulfill pT > 20 GeV and |ηcl| < 2.47 where only the pseudo-

rapidity of the calorimeter cluster is used. Events are discarded if a selected electron lies

in the crack region defined by 1.37 < |ηcl| < 1.52. If an electron touches a calorimeter

region with a faulty read-out it is dropped, but the event is kept. Jets overlapping with

a RobustMedium electron within a radius of ∆R < 0.2 are discarded. If the two objects

overlap within 0.2 < ∆R < 0.4, the electron is removed. The Monte Carlo expectation
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is rescaled (depending on the electron’s pseudorapidity) to reproduce the electron identifi-

cation efficiency measured in data [108], which amounts to about 94% (average associated

data/MC scale factor ≈ 0.97) for RobustMedium and 76% (average scale factor ≈ 0.98) for

RobusterTight electrons.

Muons

As in the previous analyses, muons are identified using the Staco algorithm based on the

combination of tracks reconstructed in the inner detector (ID) and the muon system (MS).

In addition, to increase the identification efficiency in regions with worse MS performance,

also muons, whose ID tracks can be matched to only partially reconstructed MS tracks, are

included. The detailed requirements are listed in [98] and follow the recommendations of the

Muon Combined Performance Group [109]. In this analysis, muons are considered isolated

if the sum of momenta in a cone with R = 0.2 around the track is less than 1.8 GeV.

Muons are required to fulfill pT > 20 GeV and |η| < 2.4. Muons overlapping with

reconstructed jets within radius of ∆R < 0.4 are removed. Events with a muon whose

extrapolated track has a distance of more than 1 cm in the z-direction from the primary

vertex are rejected. In order to reproduce the observed momentum resolution in data, which,

due to the preliminary alignment and calibration, has not yet fully achieved the expected

performance [110], a muon momentum smearing is applied on the Monte Carlo simulation as

proposed in [109, 110]. Apart from that, no rescaling of the identification efficiency, which

is well above 90%, is necessary.

Missing transverse energy

The missing transverse energy is calculated from the vectorial sum of the reconstructed jets,

the isolated signal lepton, additional non-isolated muons or muons overlapping with jets and

topological calorimeter clusters not assigned to any of those objects. Only muons which

meet all the requirements stated above except for the isolation and jet overlap conditions

are considered.

5.5 Event selection

The large amount of available data compared to the situation in the early-data-analysis

allows for a reduction of the investigated phase space to higher momentum regions, where the

relative population with Standard Model events is even further decreased. Only events with

at least three high-energetic jets, exactly one isolated electron or muon and large missing

energy are selected for closer inspection. The following cuts define the one-lepton search

presented in this chapter:
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1. Lepton trigger (see section 5.3).

2. Primary vertex with more than four associated tracks.

3. Exactly one lepton with pT > 20 GeV.

4. At least three jets with pT > 30 GeV with the leading jet pT > 60 GeV.

5. ∆φ between jet and Emiss
T > 0.2 for the three leading jets.

6. Missing transverse energy: Emiss
T > 125 GeV.

7. Transverse mass, formed from the lepton and the missing energy: mT > 100 GeV.

8. Emiss
T of the same magnitude as the average jet pT: E

miss
T /meff > 0.25.

9. High mass region: meff > 500 GeV.

The minimal φ-angle requirement between jets and the transverse missing energy, already

introduced in chapter 3, aims to reject events where the Emiss
T mainly arises from an under-

estimation of jet momenta. The relatively high Emiss
T requirement is a consequence of cuts 8

and 9 and is only kept to validate data–simulation agreement at an intermediate stage of the

analysis. Sufficient data statistics also permits the reintroduction of the Emiss
T /meff > 0.25

cut, which is effective against fake missing energy fluctuations. Given the expected large

mass of the colored SUSY particles, a minimum effective mass of 500 GeV is required for

events to enter the signal region.

5.6 Background estimation

As already mentioned in the introduction, data-driven methods can be employed to estimate

the contribution of the most import Standard Model backgrounds, that is QCD multi-jets,

W + jets events and top quark production. Based on the approach in the early-data-analysis

two disjunct regions are defined in the Emiss
T −mT plane, providing control samples of diverse

purity, for all events passing cut 5 of section 5.5, i.e. requiring three hard jets and exactly

one isolated lepton and applying the ∆φ cut between the jets and the missing momentum.

Whereas the W control region is now defined to lie within 30 GeV < Emiss
T < 80 GeV

and 40 GeV < mT < 80 GeV, the QCD control region, denoted by QR, remains the same

with Emiss
T < 40 GeV and mT < 40 GeV. Two exclusive selections within the W control

region, denoted by WR and TR as they are enriched in W + jets and top events respectively,

are obtained by requiring that none or at least one of the three selected jets is b-tagged

respectively. Figure 5.1 shows the positions of these regions and the signal region in the

Emiss
T −mT plane.
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Figure 5.1: Position of the signal (SR) and control regions (QR, WR, TR) in the Emiss
T −mT

plane as described in the text. The W control region can be split in two selections WR

and TR, which are enriched in W + jets jets and top events respectively, by the b-tagging

requirement. Two additional conditions are imposed on the events in the signal region as

depicted in the figure.

5.6.1 QCD background estimation

A convenient method to estimate the QCD multi-jets background is the so-called Matrix-

Method which has been recently applied in a top pairs observation study [111]. It is based

on the selection of two data samples, usually called loose and tight sample. The loose one

differs from the tight by relaxed lepton identification criteria which result in a substantially

increased contamination with fake leptons originating from QCD events. The number of

fake leptons, and therefore the number of QCD events, passing the tight identification cuts

can be determined analytically using the efficiencies of fake and real leptons from the loose

sample to also pass the tight criteria. The efficiencies can be taken from the simulation, but

are here determined using semi-data-driven methods, as detailed in [98].

In the electron channel, another approach based on a combined fit of templates associated

with the different origins of the fake electrons (i.e. bremsstrahlung conversion, heavy flavor

decays and misidentified hadrons) is used as an additional cross-check.

Except for the signal region, where the matrix method is used, the QCD background

is constrained based on measurements in the QCD control region. Backgrounds other than

QCD multi-jet events are subtracted from the data in that region, before dividing by the

QCD MC prediction (MC expectations and data stated in table 5.12). The obtained scaling

factors are consistent with results from the other methods discussed above. In the following,

only the main results of the different methods are presented for the electron and muon

selection. The detailed studies can be found in [98].
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Electron channel

For the signal region, the matrix method yields an upper limit on the expected number of

QCD multi-jet events of 0.26 events. This number is dominated by the statistical uncertainty

of the number of events in the loose sample. For all the other selections, a rescaling of QCD

to data, determined in the QCD control region, is applied with a scaling factor of 0.76±0.13 1

where the stated error represents the statistical uncertainty. The rescaled expected QCD

events are in agreement with both the values predicted by the matrix method and the

combined template fit in other investigated regions.

Muon channel

As in the electron channel, the matrix method is employed to obtain an upper limit of QCD

events in the signal region which turns out to be 0.49 and is again dominated by the statistical

uncertainty on the number of events in the loose sample. The higher value with respect to

the electron channel result arises from the higher probability of loose fake muons also to

pass the tight criteria. As above, a QCD rescaling of 0.44 ± 0.08, determined in the QCD

control region, is used for all the other selections, again in agreement with matrix method

predictions in other investigated regions.

5.6.2 W + jets background estimation

The W control region is used to verify and, if necessary, correct the prediction of the Monte

Carlo simulation with data both for W + jets events, which is detailed in the following, and

also for top quark processes, which is briefly discussed in the subsequent subsection 5.6.3.

The definition of the region’s boundaries is motivated by its relatively high portion of W and

top events with respect to other processes. An alternative, almost purely data-driven method

based on the W charge asymmetry present at proton-proton colliders is used to support the

estimation.

Validation of the simulation with data

Table 5.3 summarizes the contributions of the different physics processes in the W control

region (30 GeV < Emiss
T < 80 GeV, 40 GeV < mT < 80 GeV) as predicted by the simulation

for the electron and muon channel. The QCD prediction has been normalized with the

scaling factors stated in section 5.6.1.

In the electron channel, 282 data events are measured whereas 265±6 events are expected

by the simulation, with 56% of which originating from W + jets production. This amounts to

an underestimation of the data by approximately 6%. In the muon channel, the simulation,

1At the time of writing, the text of the supporting internal note [98] included obsolete figures for the scale

factors (electron channel: 0.70±0.12, muon channel: 0.55±0.09), whereas the results stated in the note were

obtained using the correct ones (electron channel: 0.76± 0.13, muon channel: 0.44± 0.08).
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predicting 282 ± 5 events with 59% from W + jets events, apparently overestimates the

measured 258 events by about 9%. However, the agreement improves if a scale factor of

0.95 ± 0.05, derived from discrepancies in the muon trigger efficiency between data and

simulation (see section 5.3), is applied resulting in a reduced central value of the prediction

of 267 events.

Table 5.3: Measured and expected number of events in the W control region for a lu-

minosity of 35 pb−1. The total prediction (SM) comprises the following contributions:

W + jets (W), top quark (T), Z + jets together with di-boson processes (Z+DB) and QCD

multi-jets (QCD). All stated errors represent the statistical uncertainty of the simulation

and the error on the scaling factors in case of QCD.

Data SM W T Z+DB QCD SU4

Electrons 282 265± 6 147.5± 3.5 94.0± 0.9 9.9± 0.8 12.8± 4.1 8.4± 0.6

Muons 258 282± 5 166.4± 3.8 100.2± 0.9 11.4± 0.9 3.5± 2.2 7.4± 0.6

Both deviations are in principal compatible with the statistical spread of a Poisson pro-

cess. Furthermore, it has to be noted that the stated errors only represent the statistical

uncertainty of the Monte Carlo simulation. Additional systematic effects, associated with

detector mismeasurements and an incomplete modeling of the physics processes, are to be

included in order to conclude on the goodness of the data–simulation agreement. They are

discussed in the following.

Energy scale uncertainty The jet energy scale uncertainty for jets within |η| < 2.8

and with a pT > 20 GeV is determined to be smaller than 10% per jet as estimated by

various studies comparing different physics models, in particular concerning the hadronic

showering, and different detector configurations as well as comparisons with data using di-jet

events [94, 112]. To account for differences in the quark and gluon content ofW/Z + jets with

respect to QCD di-jet events, which entails a different calorimeter response, an additional

uncertainty of 5% per jet is assigned for these and di-boson processes.

The electron and muon energy scale uncertainties have been determined to be 3% and

1% respectively using reconstructed Z events in data [113, 114]. In all cases, the change on

the energy scale is propagated to the missing energy.

Energy resolution uncertainty To correct for deviations in the modeling of the jet res-

olution, a random jet energy smearing is applied following the prescription detailed in [115].
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Each jet pT is smeared independently with a pT-dependent Gaussian resolution of

0.55

√

(4.6 GeV)2

p2T
+

0.8462 GeV

pT
+ 0.0642, (5.1)

which broadens the pT spectra by about 12% and 8% for a pT of 12 and 8 GeV respectively.

Likewise, the electron energy resolution is adjusted to account for inaccuracies in the

simulation following the recommandations in [113]. The electron energy is smeared indepen-

dently with a Gaussian resolution, depending on the cluster energy Ecl, of

√

(

S (1 + ∆S)
√

Ecl

)2
+ (C (1 + ∆C)Ecl)

2 −
(

S
√

Ecl

)2
− (CEcl)

2, (5.2)

with S = 0.1 the sampling term, ∆S = 0.2 the error on the sampling term, C = 0.007 the

constant term, and ∆C the error of the constant term. The error on the constant term is

∆C = 1 in the barrel (|ηCL| < 1.37) and ∆C = 4 in the end cap region (|ηCL| ≥ 1.37). The

muon energy is varied randomly by 5% in the barrel and 9% in the end cap to reproduce the

resolution observed in data [114]. In all cases the missing energy is corrected accordingly.

Lepton identification efficiency uncertainty For both channels the error on the lepton

identification and reconstruction effiency is assumed to be 5% [114, 108].

Luminosity uncertainty As in the early-data-analysis, an uncertainty of 11% is assigned

to the luminosity as determined by [97].

Theory uncertainties As detailed in [98], generator studies involving comparisons of dif-

ferent simulations and variations of various theory scales yield theoretical uncertainties on

the rates of W + jets and tt̄ events of 50% and 8% respectively, which are also applied on

Z + jets and single top processes in that order.

Table 5.4 summarizes the impact of these systematic variations on the prediction of top

production and V + jets events when applied on the events in the W control region. Aside

from the theory error, the jet energy scale (JES) uncertainty constitutes the dominant error

contribution for V + jets events followed by the luminosity uncertainty. The reason for the

JES uncertainty of the top background to be much smaller is twofold. No additional 5% error

is applied and the net migration into or out of the control region when changing the energy

scale is much smaller compared to V + jets events. When considering the whole Emiss
T −mT

plane, the expected number of top events change by approximately ±9% in both channels

when raising and lowering the JES, respectively.

The opposite and counter-intuitive change in the number of expected events when raising

or lowering the lepton energy scale is also a result of the net migration across the control

region boundaries. The error on the QCD events is determined in the course of the global

profile likelihood fit, which is discussed in subsection 5.7.2.
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Table 5.4: Impact of systematic variations, as described in the text, on the predicted number

of V + jets and top events in the W control region of the electron and muon channel for

a luminosity of 35 pb−1. The following systematic uncertainties are shown: Limited Monte

Carlo statistics (MC stat.), jet energy scale (JES), electron/muon energy scale (E/MES), jet

energy resolution (JRES), electron/muon energy resolution (E/MRES), electron/muon iden-

tification and reconstruction efficiency (E/MEFF), theory uncertainties and the luminosity

uncertainty. When relevant, the systematic variations are performed upward and downward,

respectively, and the resulting variations are presented in this order. ∆NCR states the abso-

lute total uncertainty on the predicted number of events NCR. The error on the QCD events

is determined in the course of the global profile likelihood fit, discussed in subsection 5.7.2.

Electrons Data Sum V+jets top QCD

NCR 282 265 158 94 13

∆NCR ±92 ±87 ±15 ±27

MC stat. [%] ±2 ±1

JES [%] +15
−20

−1
−4

EES [%] −4
+2

−3
+4

JRES [%] ±2 ±4

ERES [%] ±0.9 ±0.3

EEFF [%] ±6 ±6

LUMI [%] ±11 ±11

Theory [%] ±50 ±8

Muons Data Sum V+jets top QCD

NCR 258 282 178 100 4

∆NCR ±103 ±101 ±17 ±13

MC stat. [%] ±3 ±1

JES [%] +24
−19

+6
−6

MES [%] −6
+5

−3
+4

JRES [%] ±3 ±6

MRES [%] ±0.7 < 0.1

MEFF [%] ±6 ±6

LUMI [%] ±11 ±11

Theory [%] ±50 ±8
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Figure 5.2: Effective mass distributions of events in the W control region for the electron

(left) and muon (right) channel. Good agreement between data and simulation is observed,

as displayed by the ratio of data over total simulated SM events shown on the bottom.

Combining all the different contributions, the total relative errors on the background

prediction amount to 35% and 37% for the electron and muon channel respectively, which

cover the observed deviations from the data.

Figure 5.2 shows the effective mass distributions in the W control region for both chan-

nels. As in the early-data-analysis, the errors on the data indicate the 68% Poisson confidence

intervals of the statistical uncertainty. The QCD multi-jet events, which play only a minor

role in this selection, are shown in orange to better distinguish them from the benchmark

signal SU4, which is added on top of the Standard Model background. The yellow error band

represents the total background uncertainty including the jet energy scale uncertainty, the

theory errors, the errors due to limited Monte Carlo statistics, the errors on the QCD scal-

ing factors and the luminosity uncertainty. The distributions show good agreement between

data and simulation, displayed explicitly in the ratio plots on the bottom.

Figures 5.3 and 5.4 show the missing transverse energy and transverse mass distributions

of the same events. All data points are consistent with the prediction within the indicated

uncertainty. The lowest bin in the electron channel displays a large relative error on the

Standard Model background, especially in the transverse mass distribution (figure 5.4) where

also the total background appears underestimated. Both effects can be traced back to the

limited Monte Carlo statistics of the QCD simulation.

A scaling factor for W + jets can be determined by first subtracting all other backgrounds

from the data and then dividing by the expected number ofW + jets events. Figure 5.5 shows

this factor and its statistical uncertainty for the different data-taking periods. Considering

also the determined systematic uncertainties, the scaling factors, including all data periods,
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Figure 5.3: Missing transverse energy distributions of events in the W control region for the

electron (left) and muon (right) channel. The large uncertainty in the lowest bin of the left

plot is due to the limit statistics of the QCD multi-jets simulation.
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Figure 5.4: Transverse mass distributions of events in the W control region for the electron

(left) and muon (right) channel. The deviation and large uncertainty in the lowest bin of

the left plot is due to the limit statistics of the QCD multi-jets simulation.
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amount to 1.1 ± 0.1 (stat) ± 0.5 (sys) in the electron and 0.9 ± 0.1 (stat) ± 0.5 (sys) in the

muon channel. They are compatible with unity and the W + jets background thus does not

need to be rescaled.
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Figure 5.5: W + jets scaling factor for the different data taking periods, determined in the

W control region. The factor is obtained by subtracting the other simulated backgrounds

from the data and then dividing by the expected number of W + jets events. Only the sta-

tistical errors are shown and indicate consistence between the runs. The periods correspond

to the following integrated luminosities: 0.3 (A-D), 0.9 (E), 1.7 (F), 5.7 (G), 7.0 (H) and

19.0 pb−1 (I) totaling 34.6 pb−1.

Alternative W and top background estimation using charge asymmetry

Due to the collision of two positively charged protons at the LHC the cross-section for

positively charged W bosons, produced mainly in ud̄ annihilation, is significantly higher

than for negatively charged W bosons, produced mainly by ūd collisions, which translates

into a lepton charge asymmetry. Since all the other Standard Model processes except single

top production are charge symmetric, this asymmetry can be exploited to predict the leptonic

W + jets background. One measures the difference ∆W between the number of single lepton

events with positive charges D+ and negative charges D− in data:

∆W = D+ −D− (5.3)

The estimated number of W events can then be calculated using

West = ∆W
C+ 1

C− 1
, (5.4)

where C is the ratio of the expected number of positive W events over the number of negative

ones:
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C =
W+

MC

W−

MC

(5.5)

This ratio is the only quantity taken from Monte Carlo simulation classifying the method as

almost purely data-driven. The inverse of the ratio in equation (5.4) is the quantity usually

referred to as asymmetry A:

(

C+ 1

C− 1

)−1

= A =
W+ −W−

W+ +W−
(5.6)

Tables 5.5 and 5.6 show the estimated numbers of leptonic W events in the W control

region and the whole Emiss
T −mT plane up to 80 GeV using the presented method. Besides

the hitherto used 3-jet channel, a softer selection requiring at least two jets with transverse

momenta greater 60 and 30 GeV respectively is considered in addition to validate the per-

formance of the method. Obviously, the numbers for the inclusive 2- and 3-jet selections are

correlated. Generally, the estimations agree well with the ALPGEN Monte Carlo predictions

within the stated errors. In the W control region, the total uncertainties amount to between

25% and 40% for the 2- and 3-jet selections when assuming a 15% systematic uncertainty

on C, which is motivated below.

Table 5.5: Number of observed events with positively (D+) and negatively (D−) charged

lepton as well as W + jets predicted by Monte Carlo simulation (W MC) and by the charge

asymmetry method (W est.), including the relative statistical (Stat.) and systematical er-

ror (Sys.) on the latter, in the electron channel for a luminosity of 35 pb−1. The error on

the ratio C = W+/W− represents the statistical uncertainty of the simulation. The values

of Emiss
T and mT are stated in GeV.

El Emiss
T mT D+ D− Data W MC W est. Stat. Sys. C

2 jet (30, 80) (40, 80) 512 366 878 616 660 ± 194 21% 21% 1.57 ± 0.04

2 jet (0, 80) (0, 80) 5124 4795 9919 1366 2024 ± 902 31% 32% 1.39 ± 0.02

3 jet (30, 80) (40, 80) 167 115 282 148 182 ± 65 33% 13% 1.80 ± 0.09

3 jet (0, 80) (0, 80) 1260 1164 2424 329 466 ± 265 52% 23% 1.52 ± 0.05

The magnitude of charge asymmetry depends on the contributions from the different

inital parton combinations. Two gluons in the initial state give rise to charge-symmetric

W production, while gluon–quark and quark–anti-quark interaction result in an overshoot

of W+ compared to W−. As can be seen e.g. in figure 1.3, for increasing parton momentum,

expressed by the proton momentum fraction x, the gluon contribution decreases compared

to the quark contributions. In addition, the difference between the up and down quark

contributions increases. Both effects result in a higher charge asymmetry. Selecting events
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Table 5.6: Number of observed events with positively (D+) and negatively (D−) charged

lepton as well as W + jets predicted by Monte Carlo simulation (W MC) and by the charge

asymmetry method (W est.), including the relative statistical (Stat.) and systematical er-

ror (Sys.) on the latter, in the muon channel for a luminosity of 35 pb−1. The error on the

ratio C = W+/W− represents the statistical uncertainty of the simulation. The values of

Emiss
T and mT are stated in GeV.

Mu Emiss
T mT D+ D− Data W MC W est. Stat. Sys. C

2 jet (30, 80) (40, 80) 501 345 846 697 577 ± 139 19% 15% 1.74 ± 0.04

2 jet (0, 80) (0, 80) 1702 1397 3099 1484 1543 ± 474 19% 24% 1.49 ± 0.02

3 jet (30, 80) (40, 80) 151 107 258 166 146 ± 58 38% 12% 1.86 ± 0.09

3 jet (0, 80) (0, 80) 436 377 813 354 278 ± 149 49% 22% 1.54 ± 0.05

with a higher number of additional jets implies higher average momenta of the involved

initial partons, which thus increases the charge asymmetry (see also [116, 117]), as reflected

by the higher value of C in tables 5.5 and 5.6.

Apart from that, the value of C in the muon channel turns out to be systematically

higher than in the electron selection. Additional tracks associated with electrons from

bremsstrahlung conversion increase the charge misidentification rate in the electron channel.

Since the misidentification rate is charge-independent, it results in an overall decrease of

the charge asymmetry with respect to the muon channel. However, the estimated electron

charge misidentification probability of about 2% (see below) is not sufficient to explain the

observed difference between the two channels.

Inspecting the proton momentum fraction distributions of the selected events, one ob-

serves that, due to different energy scales and resolutions associated with the object identi-

fication and reconstruction, initial partons with a higher x values are selected in the muon

channel compared to the electron channel. This is evident in figure 5.6, which shows the nor-

malized x distributions of the selected muon and electrons events and their ratio in the 2-jet

selection. The average increase in x is thus the main cause for a higher charge asymmetry

in the muon channel.

Statistical uncertainty Tables 5.5 and 5.6 show that in most cases the statistical error

is the dominant uncertainty on the estimated W events for the available luminosity. It is

estimated by

(∆West) stat =
√
D

C+ 1

C− 1
(5.7)

and thus scales with the square root of the luminosity. It is noteworthy that the error does
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Figure 5.6: Proton momentum fraction (x) distributions, normalized to unity, of the selected

events in the electron and muon channel (left) and their ratio (right) for the 2-jet selection.

The selected muon channel events have a higher x value on the average, which results in the

observed higher C value in tables 5.5 and 5.6.

not depend on the fraction of W events in the selection but only on its total number of data

events. The relative error is thus reduced for increased purity of the control sample.

Generator uncertainty on the ratio W+/W− The other major source of uncertainty

arises from the determination of C in equation 5.5. In order to estimate its magnitude,

simulations with ALPGEN and MCFM [118] have been carried out for the 2-jet channel. No

detector simulation has been applied. Table 5.7 shows the values of C for different minimum

jet transverse momenta as well as for a combined variation of the renormalization and fac-

torizations scales, whose central value was taken as the scalar sum of the outgoing parton

transverse momenta denoted by HT . Generally, the C values calculated with ALPGEN are

higher than those from MCFM, but only by a few percent, and increase for higher minimum

jet pT. The variation of the scale HT has a negligible effect.

Table 5.7: Values for the ratio W+/W− calculated with MCFM and ALPGEN for the 2-jet

selection without applying a detector simulation. In the case of MCFM the scale HT , which

is the scalar sum of the outgoing parton pTs and has been taken as renormalization and

factorizations scale, has been varied to check the stability of the prediction. The ALPGEN

values are systematically higher. The calculations have been provided by Valerio Consorti.

MCFM ALPGEN

minimum jet pT [GeV] HT [GeV] HT × 0.5 [GeV] HT × 2 [GeV]

(50, 50) 1.65± 0.02 1.63± 0.02 1.65± 0.01 1.71± 0.02

(60, 30) 1.61± 0.01 1.61± 0.02 1.61± 0.01 1.66± 0.02

(80, 80) 1.72± 0.02 1.73± 0.03 1.72± 0.01 1.79± 0.04
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PDF uncertainty on W+/W− The type of PDF used in the generation of the W + jets

events may also influence the expected ratio of postively over negatively charged W bosons.

Therefore, the ALPGEN samples have been reweighted from CTEQ6ll [82] to MSTW2008 [119].

Tables 5.8 and 5.9 show the obtained values for C.

Table 5.8: Values for the ratio W+/W− using three different PDF sets, CTEQ6ll,

MSTW2008LO and MSTW2008NNLO, for the electron channel. For MSTW2008LO, the

full eigenset was used to include the parameter uncertainty (based on [120]). “upwards” and

“downwards” refer to the value of the new event weight in relation to the central weight.

These variations are much smaller than the statistical uncertainty. The values of Emiss
T and

mT are stated in GeV.

El CTEQ6ll MSTW LO MSTW NNLO

Emiss
T mT central upwards downwards

2 jet (30, 80) (40, 80) 1.57± 0.04 1.53± 0.04 1.52 1.53 1.50± 0.04

2 jet (0, 80) (0, 80) 1.39± 0.02 1.36± 0.02 1.36 1.37 1.33± 0.02

3 jet (30, 80) (40, 80) 1.80± 0.09 1.76± 0.09 1.75 1.77 1.73± 0.09

3 jet (0, 80) (0, 80) 1.52± 0.05 1.49± 0.05 1.49 1.50 1.45± 0.05

Table 5.9: Values for the ratio W+/W− using three different PDF sets, CTEQ6ll,

MSTW2008LO and MSTW2008NNLO, for the muon channel. For MSTW2008LO, the full

eigenset was used to include the parameter uncertainty (based on [120]). “upwards” and

“downwards” refer to the value of the new event weight in relation to the central weight.

These variations are much smaller than the statistical uncertainty.

Mu CTEQ6ll MSTW LO MSTW NNLO

Emiss
T mT central upwards downwards

2 jet (30, 80) (40, 80) 1.74± 0.04 1.68± 0.04 1.68 1.69 1.65± 0.04

2 jet (0, 80) (0, 80) 1.49± 0.02 1.46± 0.02 1.45 1.46 1.42± 0.02

3 jet (30, 80) (40, 80) 1.86± 0.09 1.82± 0.09 1.81 1.83 1.78± 0.09

3 jet (0, 80) (0, 80) 1.54± 0.05 1.50± 0.05 1.50 1.51 1.47± 0.05

MSTW systematically yields a smaller value than CTEQ. It is noteworthy that the error

due to the PDF parameters does not cover this deviation, a fact which has also been observed

elsewhere [121] and is presumed to be related with differences in the sea quark flavor structure

of the PDF sets.
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Table 5.10: Expected number of V + jets events in the W control region as determined by

three different methods: a pure Monte Carlo estimate, a semi data-driven estimate using

W charge asymmetry and an estimate based on the profile likelihood fit (see table 5.12).

Electrons Muons

Monte Carlo 158± 87 178± 101

Charge asymmetry 192± 65 157± 58

Fit results 172± 31 127± 29

Charge misidentification Two-lepton-events with opposite and same charge, but having

the same flavor, are selected in data if the invariant mass of the two leptons lies within a

window of 70 GeV and 110 GeV and the associated jets fulfill the same transverse momentum

cuts. Assuming that the leptons in these events orginate from a Z decay, one can estimate the

probability for charge mismeasurement. Using the available luminosity, 9 events with both

leptons having the same charge are found in the 2-jet electron channel. With 179 opposite

charge events in the same selection, a probability for electron charge mismeasurement of

(2.4± 1.1)% follows. No same charge muon pairs and 211 opposite charge pairs are found

implying a probability for muon charge mismeasurement below 1%.

Total uncertainty on W+/W− Considering all the uncertainties discussed above, a total

systematic error of 15% is assigned to C which leads to the systematic uncertainty on the

estimated W background shown in the last but one columns of tables 5.5 and 5.6.

Summary

Table 5.10 summarizes the estimated values of the V + jets background in the W control

region. The pure Monte Carlo prediction is in good agreement with the estimation based on

the W charge asymmetry and the values obtained through the combined profile likelihood

fit (see table 5.12).

5.6.3 Top background estimation

As mentioned at the beginning of the section, the events in the W control region can be split

in two samples, denoted by WR and TR, to increase the V + plus jets and top purity by

requiring that at least one or none of the selected jets is b-tagged, respectively (for details

see [98]). The resulting top control sample TR has a purity of about 82% and 85% for the

electron and muon channel respectively and shows good agreement with the selected data.

In the profile likelihood fit presented in subsection 5.7.2, a combined fit is carried out to

simultaneously determine V + jets and top backgrounds in the two selections.
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5.7 Results

This section presents the main results of the analysis starting with a discussion of the event

distributions after successively applying the selection cuts. The subsequent subsection briefly

describes the combined profile likelihood fit and profile likelihood ratio test which are em-

ployed to determine exclusion limits for the mSUGRA scenario and upper limits on the

number of expected events from a generic signal, as presented in the last subsection.

5.7.1 Event distributions

Figure 5.7 shows the missing transverse mass distributions after cut 5 of section 5.5, that is

requiring three hard jets and exactly one isolated lepton and applying the ∆φ cut between

the jets and the missing momentum. All backgrounds are normalized to their respective

cross-sections except QCD multi-jet events, which are normalized using the scale factors

stated in subsection 5.6.1. Especially the electron selection is dominated by QCD multi-jet

events at low missing transverse energy, followed by the W + jets and top background. Di-

boson processes play a negligible role. Besides the jet energy scale error as the dominant

detector-related uncertainty, the yellow band representing the total error on the Standard

Model background includes the theory errors, the errors due to limited Monte Carlo statistics,

the error on the QCD scaling factors and the luminosity uncertainty. The ratio plots on the

bottom indicate good agreement between measurement and simulation.
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Figure 5.7: Missing transverse energy distributions for the electron (left) and muon (right)

channel without a cut on the transverse mass. The predicted shapes are well reproduced as

displayed by the ratio of data over total simulated SM events shown on the bottom. The

yellow error band includes the uncertainties as described in the text.
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The effective mass distributions of the same events are displayed in figure 5.8. The

predicted shapes are well reproduced, especially in the muon channel.
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Figure 5.8: Effective mass distributions of the same events as in figure 5.7 for the electron

(left) and muon (right) channel without cuts on the missing transverse energy or transverse

mass. Good agreement between data and simulation is observed.

Table 5.11 summarizes the observed data and the predicted events separately for each

process. The errors represent the statistical uncertainty of the simulation and, in the case

of QCD multi-jets events, the error on the scaling factors. The uncertainty on the total SM

background comprises all the uncertainties included in the yellow error band, as listed above.

The total background is in good agreement with the data and no indication for new physics

is observed.

Applying a cut of 125 GeV on the transverse missing energy removes most of the events,

in particular QCD multi-jet processes. The remaining background consists of W + jets and

top events in almost equal parts as shown in the table and figure 5.9. Especially in the muon

channel, the background appears to be slightly systematically overestimated in line with the

overestimated trigger efficiency in the simulation (cf. section 5.3), but the deviations are

covered by the determined uncertainty.

Figure 5.11 shows the transverse mass distributions before and after applying the Emiss
T cut.

Again, the shapes are well reproduced and motivate a cut mT > 100 GeV to remove the ma-

jority of top and W events. The Emiss
T distributions for events with mT > 100 GeV are

shown in figure 5.10, again indicating good description of the data by the simulation. The

remaining events after applying both the Emiss
T and mT cuts are displayed in figure 5.12.

The numbers in table 5.11 indicate that top processes constitute almost 80% of the total

background, the latter of which is in good agreement with the 5 electron and 6 muon data

events left at this stage of the analysis. The requirement on the ratio of Emiss
T and meff (cut

8) does not significantly change the situation as can be seen in figure 5.13 with 5 events

87



Table 5.11: Observed and predicted number of events in the electron and muon channel after cuts 5 to 9 as defined in section 5.51.

The Standard Model background (SM) includes the following contributions: W + jets (W), top processes (T), Z + jets (Z), di-

boson process (DB), QCD multi-jet events (QCD). The stated uncertainties represent the statistical error of the simulation and

the error on the scaling factors in case of QCD. The uncertainty on the total SM background includes, in addition, the jet energy

scale errors, the theory errors and the luminosity error. Good agreement with the Standard Model prediction is observed and no

indication for new physics is found.

Cuts applied up to Electron channel

(as defined in section 5.5) Data SM W T Z DB QCD SU4

Cut 5: 3 jets, 1 lepton 2806 2730 +980
−600 510 ± 7 338 ± 2 127 ± 3 7.7 ± 0.1 1750 ± 330 94 ± 2

Cut 6: Emiss
T > 125 GeV 70 73 +29

−29 37 ± 2 28.7 ± 0.5 0.7 ± 0.2 0.67 ± 0.04 6 ± 3 50 ± 1

Cut 7: mT > 100 GeV 5 5 +3.4
−1.9 1.1 ± 0.3 3.8 ± 0.2 - 0.07 ± 0.01 0.003 ± 0.001 23 ± 1

Cut 8: Emiss
T /meff > 0.25 5 4.2 +2.6

−1.7 0.8 ± 0.3 3.3 ± 0.1 - 0.06 ± 0.01 - 19.2 ± 0.9

Cut 9: meff > 500 GeV 1 1.8 +1.0
−0.9 0.4 ± 0.2 1.3 ± 0.1 - 0.03 ± 0.01 - 15.3 ± 0.8

Cuts applied up to Muon channel

(as defined in section 5.5) Data SM W T Z DB QCD SU4

Cut 5: 3 jets, 1 lepton 1226 1300 +420
−390 612 ± 7 380 ± 1.8 73 ± 2.5 8.3 ± 1.3 230 ± 40 96 ± 2

Cut 6: Emiss
T > 125 GeV 62 75 +38

−32 42 ± 2 31.1 ± 0.5 1.2 ± 0.3 0.73 ± 0.04 - 49 ± 1

Cut 7: mT > 100 GeV 6 6.5 +3.1
−2.6 1.5 ± 0.3 4.8 ± 0.2 0.13 ± 0.09 0.07 ± 0.01 - 24 ± 1

Cut 8: Emiss
T /meff > 0.25 5 5.6 +2.5

−2.2 1.3 ± 0.3 4.2 ± 0.2 0.07 ± 0.07 0.06 ± 0.01 - 19.7 ± 0.9

Cut 9: meff > 500 GeV 1 2.1 +1.1
−1.0 0.7 ± 0.2 1.4 ± 0.1 - 0.04 ± 0.01 - 15.4 ± 0.8

1 At the timing of writing, the incorrect errors stated in the corresponding table in [98] had not been corrected.
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Figure 5.9: Effective mass distributions for the electron (left) and muon (right) channel with

a cut on the transverse missing energy Emiss
T > 125 GeV. The QCD background has been

practically removed compared to figure 5.8.
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Figure 5.10: Missing transverse energy distributions for the electron (left) and muon (right)

channel after a cut on the transverse mass mT > 100 GeV (cf. figure 5.11).

remaining in both selections. As defined by cut 9, the signal region contains all events with

an effective mass greater than 500 GeV. In both channels one data event remains which is

consistent with 1.8+1.0
−0.9 and 2.1+1.1

−1.0 predicted events respectively. Event displays of the two

events can be found in section B.2 of the appendix.
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Figure 5.11: Transverse mass distributions before ((a) and (b)) and after ((c) and (d))

applying a cut on the transverse missing energy Emiss
T > 125 GeV, for the electron (left)

and muon (right) channel. As expected, the W + jets and tt̄ backgrounds peak around the

Wmass.

5.7.2 Global profile likelihood fit

This subsection briefly describes the combined profile likelihood fit which is used to optimize

the background prediction and to determine limits on a general signal and on squark and

gluino masses in the mSUGRA scenario, as presented thereafter. An extensive discussion

can be found in [98] and in a dedicated internal note [122].

The combined fit is carried out simultaneously in four disjunct regions, namely the signal

region SR and the control regions QR, WR and TR defined in section 5.6 and figure 5.1.

The likelihood function L is therefore the product of four Poisson distributions for the
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Figure 5.12: Effective mass distributions for the electron (left) and muon (right) channel

with a cut on the transverse missing energy Emiss
T > 125 GeV and on the transverse mass

mT > 100 GeV to better reject leptons from W decays.
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Figure 5.13: Effective mass distributions for the electron (left) and muon (right) channel

with the additional cut Emiss
T /meff > 0.25. The signal region contains the events with

meff > 500 GeV.

four regions and an additional factor CSyst, which includes constraints on the systematic

uncertainties:

L(~n|µ,~b, ~θ) = PSR × PWR × PTR × PQR × CSyst . (5.8)

The vector ~n contains the observed data events in the different regions and the vector ~b the
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Standard Model background predictions in the dedicated control regions, e.g. bQR represents

the number of QCD multi-jet events in the QCD control region QR. The vector ~θ comprises

the so-called nuisance parameters, which parametrize the systematic uncertainties. The

number µ states the signal strength, which can take values between 0, for a turned-off signal,

and 1, for the nominal number of events predicted by the signal under consideration. The

factor CSyst consists of Gaussian probability densities for the nuisance parameters,

CSyst(~θ
0, ~θ) =

∏

j∈SU

G(θ0j , θj) , (5.9)

with j running over the set of systematical uncertainties. By construction, the nuisance

parameters are uncorrelated, but their impact in the different regions is not, as implied by

formulas (5.10) to (5.12) below.

Extrapolation factors, denoted by Cregion j→region i, relate the same background processes

in other regions with respect to their dedicated control regions, e.g. CQR→WR × bQR equals

the number of QCD multi-jet events in the WR region. The expectation values of the Poisson

distributions are thus defined as

λS(µ, ~b, ~θ) = µ · s+
∑

j

CjR→SR(~θ) · bjR , (5.10)

λi(µ, ~b, ~θ) = µ · CSR→iR(~θ) · s+
∑

j

CjR→iR(~θ) · bjR , (5.11)

where λS and λi are the number of expected events in the signal region and control region i

respectively. The index j runs over the three control regions. The expected number of signal

events in the signal region is represented by s. The extrapolation factors depend on the

nuisance parameters, which tune the formers’ dependency on the systematic uncertainties,

i.e. they scale the relative change of the extrapolation factors due to a systematic variation:

Cprocess j, region j→i = Cnominal
process j, region j→i ×

(

1 +
∑

k

∆j,i;k θk

)

, (5.12)

where ∆j,i;k is the relative change in the extrapolation factor for the nuisance parameter θk

and Cnominal
process j, region j→i is simply the ratio of expected events of process j in region i over the

expected events of the same type in region j as predicted by the simulation. This definition

results in the Gaussian θ-distributions to be centered at zero and to have unit width.

The profile log-likelihood ratio (LLR) is defined in the usual way as

Λ(µ) = −2

(

lnL(~n|µ,
ˆ̂
~b,

ˆ̂
~θ)− lnL(~n|µ̂, ~̂b, ~̂θ)

)

, (5.13)

where ~̂µ, ~̂b, ~̂θ maximize the likelihood function, and
ˆ̂
~b,

ˆ̂
~θ maximize the likelihood for the spe-

cific, fixed value of µ. The LLR constitutes the basis for the test statistic, whose distribution

is determined using pseudo-experiments. If the p-value of the test statistic for a given signal
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model (with signal strength µ = 1) is smaller than 0.05, the model is said to be excluded at

95% confidence level.

When determining an upper limit on a generic unknown signal rate, the signal strength µ

is set to unity and instead the LLR is minimized for a fixed number of expected signal

events s. In addition, the (unknown) signal contamination in the control regions, determined

by CSR→iR, is turned off. The upper limit is obtained by successively increasing the expected

number of signal events until the p-value falls below the 5% threshold.

5.7.3 Exclusion limits

In the following, results using the combined profile likelihood procedure outlined in the

previous subsection are presented. For the detailed discussion see [98]. Table 5.12 summarizes

the results of the combined fit without assuming a particular signal model and therefore no

contamination in the control regions. All quoted uncertainties include both statistical and

systematical contributions. In the signal region, no excess is observed. The fitted number

of background events is compatible with the observed data events and the fitted number of

signal events is compatible with zero. Good agreement between the fitted values and the

predictions by the simulation is observed in the electron channel. In the muon channel, the

fitted WZ and top events deviate from the predictions by about−30% and +20% respectively,

especially in the TR and WR selections where the determined errors are small due to a

strong anti-correlation between the b-tagging and the fitted WZ and top events. However,

uncertainties on the total rate of the background like global theory errors und the luminosity

uncertainty cancel in the fit, but need to be considered when comparing with estimations by

the simulation.

In order to further support the assumption that the simulation is able to predict the

Standard Model backgrounds to a satisfactory degree, additional control regions at low

Emiss
T and mT are included in the fit and produce very good agreement with the observed

data as detailed in [98].

Upper limits on the expected number of events s from a generic signal are derived to be

for the

• Electron channel: s < 2.2 events at 95% confidence level (CL) and for the

• Muon channel: s < 2.5 events at 95% CL.

These values can be translated in model-independent effective cross-section limits

• Electron channel: ǫBσ < 6.5× 10−2 pb, at 95% CL, and

• Muon channel: ǫBσ < 7.3× 10−2 pb, at 95% CL,

where ǫ is the lepton-channel-dependent selection acceptance and efficiency, B the lepton-

channel-dependent leptonic branching fraction, and σ is the total new physics cross-section.
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Table 5.12: Fit results for the electron (top part) and muon (bottom part) channels, for

an integrated luminosity of 35 pb−1 [98]. The results are obtained by assuming a generic

signal in the signal region and no signal contamination in the control regions. Nominal MC

expectations (normalized to MC cross-sections) are given for comparison.

Electron channel SR TR WR TR + WR QR

Observed events 1 80 202 282 1464

Fitted bkg events 1.81± 0.75 80± 9 202± 14 282± 17 1464± 38

Fitted top events 1.34± 0.52 65.0± 12.3 31.8± 15.8 96.7± 25.9 40.1± 11.3

Fitted WZ events 0.47± 0.40 11.2± 4.6 160.9± 27.4 172.1± 31.2 169.7± 34.1

Fitted top+WZ events 1.81± 0.69 76.2± 11.8 192.6± 24.3 268.8± 32.1 209.8± 33.8

Fitted QCD events 0.0+0.3
−0.0 3.7± 7.6 9.4± 19.6 13.0± 27.2 1254.2± 51.3

MC exp. SM events 1.75 77.76 189.15 266.91 1848.38

MC exp. top events 1.29 62.9 31.0 93.93 38.94

MC exp. WZ events 0.46 10.2 146 156.29 154.10

MC exp. QCD events 0.0 4.67 12.02 16.69 1655.34

Muon channel SR TR WR TR + WR QR

Observed events 1 93 165 258 346

Fitted bkg events 2.25± 0.94 93± 10 165± 13 258± 16 346± 19

Fitted top events 1.76± 0.67 85.0± 10.5 41.8± 18.6 126.8± 25.9 49.7± 10.2

Fitted WZ events 0.49± 0.36 7.7± 3.3 119.8± 26.0 127.4± 29.0 71.4± 16.4

Fitted top+WZ events 2.25± 0.79 92.6± 9.7 161.5± 17.8 254.2± 21.0 121.0± 12.0

Fitted QCD events 0.0+0.5
−0.0 0.3± 1.2 3.4± 12.1 3.7± 13.3 224.9± 22.3

MC exp. SM events 2.10 79.35 206.36 285.71 607.03

MC exp. top events 1.39 67.1 33.0 100.13 39.24

MC exp. WZ events 0.71 11.6 166 177.80 99.51

MC exp. QCD events 0.0 0.70 7.08 7.78 468.28
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Figure 5.14: Observed and expected 95% CL exclusion limits, as well as the ±1σ variation on

the expected limit, in the combined electron and muon channels for an integrated luminosity

of 35 pb−1 [98, 4]. Also shown are the published limits from CMS [123], CDF [124], and

D0 [125, 126], and the results from the LEP experiments [127, 85]. The dashed gray lines

show the squark (curved lines) and gluino (nearly horizontal lines) mass contour lines for

400, 500, 600, 700GeV.

Finally, the results of the analysis can be used to set upper limits on squark and gluino

masses for specific SUSY scenarios. Figure 5.14 shows the expected and observed exclusion

limits at 95% confidence level for the tanβ = 3 mSUGRA scenario combining both lepton

channels. For each point of the mSUGRA grid, the corresponding expected signal events in

the signal and all control regions together with all associated systematic uncertainties are

included in the profile likelihood fit. The SUSY signal acceptance after all selection cuts

ranges between approximately 0.01% and 4%, which is dominated by the leptonic branching

fractions for points with m1/2 values greater than 150 GeV. Due to the observed deficit of

data events compared to the expected Standard Model background in the signal regions of

both channels, the observed limit surpasses the expected limit, but stays within the 1σ band.

The dashed gray lines indicate the squark and gluino mass contours. Squark masses below

approximately 650 GeV can be excluded in this scenario. Gluino masses below 700 GeV can

be excluded for points with similar squark and gluino masses.

5.8 Conclusion

The supersymmetry search in the one-lepton channel using the full 2010 data set shows

no significant deviation from the Standard Model predictions. Several partially data-driven
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methods and a global profile likelihood fit are employed to validate the simulation of the

various background processes. Good agreement with the observed data is found.

One data event each is observed in the signal regions of the electron and muon channel

consistent with an expectation of 1.81± 0.75 and 2.25± 0.94 Standard Model events respec-

tively. Based on these results, upper limits on the expected number of events from a new

physics signal are derived to be 2.2 and 2.5 at 95% confidence level in the electron and muon

channel respectively.

The exclusion limit on squark masses can be raised to about 650 GeV for the mSUGRA

realization of supersymmetry with tanβ = 3, A0 = 0 and µ > 0. For similar squark and

gluino masses, gluino masses below 700 GeV can be excluded in this scenario.
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Part III

Improved background model for

the search of new physics
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Chapter 6

Motivation

The way to discover new physics beyond the Standard Model (SM) is to measure a significant

deviation from the SM prediction in a signal region, that is a region of phase space where new

physics is expected to appear. It is therefore essential that one can have utmost confidence in

an estimate on this SM prediction in order to avoid false discoveries and overlooked signals.

State-of-the-art Monte Carlo (MC) generators yield such estimates by modeling the relevant

physics processes. However, systematic effects due to an imperfect detector and shortcomings

in the underlying models of the MC generators lead to an insufficient description of the data.

A way to verify and improve the validity of the MC prediction is to compare it with data in

a signal-free control region in phase space.

Usually, measurements in the control region have to satisfy certain requirements. An

observable of interest x needs to have similar physical meanings and dependencies on sys-

tematic effects in both signal and control regions. Remaining differences of these lead to

systematic uncertainties which need to be estimated, but are not covered here.

Figure 6.1 shows an example of a data distribution measured in a signal-free control

region with its corresponding MC prediction. To keep things simple, it is here assumed

that all data originate from a single process and that a sufficiently large MC sample is

available resulting in a smooth curve with negligible statistical uncertainty. Within the large

systematic uncertainty data and Monte Carlo estimate are in agreement. However, the data

are not fully described by the central MC prediction.

In the following chapter, a method, published in [5, 6], is presented which incorporates this

systematic deviation between the data and the original model into an improved background

model.
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Figure 6.1: Example of a data distribution for a variable x in arbitrary units and correspond-

ing Monte Carlo estimate with its systematic uncertainty in a signal-free control region.
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Chapter 7

Absorbing systematic effects to

obtain a better background model

7.1 Concept

The idea of the presented method is to reweight the MC estimate by multiplying it with

an appropriate correction function. The correction function depends on a set of adjustable

parameters, which are determined by fitting the modified estimate to the data in the control

region. Then the same function is to be applied on the corresponding template in the signal

region. In general, the statistical uncertainty grows with the number of parameters. Since

this method starts with the original MC expectation, the number of parameters needed for

the correction is generally smaller than in other fitting approaches, where one fits a function

or splines to the data.

Another advantage of this method is that the templates in control and signal region need

not have identical shapes, only the systematic effects have to influence them in a similar way.

This procedure can be easily generalized to the carrying out of a combined fit of several data

distributions arising from multiple sources.

In order to avoid mistaking a real signal in the control region as a systematic effect of

the detector or the physics modeling, the Monte Carlo templates can be varied according to

known sources for systematic deviations (energy scales, efficiencies, PDF uncertainties, etc.)

before the fit is carried out. These variations yield constraints on the expected systematic

deviation of the original template when there is no signal present. Only if the data is

compatible with those, the fit is followed through (cf. the template uncertainty in figure 6.1).

Obviously, the crucial point lies in choosing the right correction functions which, together

with the MC template, constitute the best model to describe the data.
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7.2 Determination of the best model

Were there no systematics present, plain Monte Carlo estimates would suffice in describing

the different contribution to the data. Thus, those templates form the natural starting point

to determine the best background description. One modifies them with correction functions

of increasing complexity, that is, with an increasing number of free parameters, thereby

allowing greater flexibility for the adjustment to data, until the goodness-of-fit reaches a

certain level. It is useful to take functions forming a complete basis set such as certain kinds

of polynomials.

The starting model, the unaltered Monte Carlo template, shall be labeled zeroth-order

model. The mean number of entries in each bin ~ν = (ν1, . . . , νN ) predicted by this model

constitute the template histogram. Assuming that the data is independently Poisson dis-

tributed, the probability to observe the data ~n = (n1, . . . , nN ) is

P (~n;~ν) =
N
∏

i=1

νni

i

ni!
e−νi . (7.1)

To quantify the level of compatibility between ~n and ~ν, one could compute Pearson’s chi-

square statistic,

χ2
P =

N
∑

i=1

(ni − νi)
2

νi
. (7.2)

An almost equivalent statistic is based on the likelihood ratio,

λ(~ν) =
L(~ν)

L(~̂ν)
, (7.3)

where L(~ν) = P (~n;~ν) is the likelihood of the hypothesized model ~ν, and ~̂ν is the maximum

likelihood estimator for ~ν, i.e. the values of ν1, . . . , νN which maximize the likelihood. By

setting the derivative of L(~ν) equal to zero and solving, one easily finds

ν̂i = ni (7.4)

for all i.

If the model ~ν is correct, then Wilks’ theorem [128] states that the distribution of the

statistic

q~ν = −2 lnλ(~ν) = 2

N
∑

i=1

(

ni ln
ni

νi
+ νi − ni

)

(7.5)

approaches a chi-square distribution for a sufficiently large data sample.1 The number of

degrees of freedom is the difference in the number of free parameters, often called the pa-

rameters of interest, of the two likelihood functions in equation (7.3). Here, the likelihood

1In computing q~ν , the logarithmic term should be skipped if ni = 0.
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function in the numerator has no free parameters whereas in the denominator the number of

free parameters is equal to the number of bins N since the mean values νi are independently

adjusted to the data values ni for each bin.

In fact in many practical examples the chi-square approximation is extremely good even

for moderate samples, e.g. ni roughly a half dozen or more. Details on the regularity

conditions required for Wilks’ theorem to be valid are discussed in standard texts such as

[129]. Pearson’s χ2
P and the statistic q~ν are for the present example very similar. q~ν will be

used here.

For either goodness-of-fit statistic, χ2
P or q~ν , one would quantify the compatibility between

data and model by giving the p-value. This is the probability, under assumption of the model

~ν, to obtain a value of the statistic greater than or equal to that found with the actual data.

That is,

p =

∫

∞

q~ν,obs

fχ2(z;N) dz , (7.6)

where

fχ2(z;N) =
1

2N/2Γ(N/2)
zN/2−1e−z/2 (7.7)

is the chi-square distribution for N degrees of freedom, and Γ is the Euler gamma function.

If the compatibility between the data and the zeroth-order model turns out to be un-

satisfactory, one tries to improve the level of agreement by multiplying the template with

a suitable correction function s(x; ~θ) as suggested above. The modified prediction for the

mean number of entries in the ith bin is then

νi → νis(xi; ~θ) , (7.8)

where xi is the value of the abscissa variable in the centre of the ith bin and ~θ stands for

the set of M adjustable parameters ~θ = (θ1, . . . , θM ) of the function. One can use the same

ratio as in equation (7.3) to assess the goodness-of-fit with only its numerator replaced by

the likelihood of the modified prediction. Consequently, the number of degrees of freedom

is reduced to N − M . This test can be applied on correction functions with an increasing

number of adjustable parameters until the p-value exceeds a given threshold, say 0.1 or 0.2.

Alternatively, one could pick the model with the highest p-value. The corresponding function

together with the template would then constitute the model with the smallest complexity to

be compatible with the data, using a particular set of correction functions.

One can, however, check whether the next more general model would significantly improve

the data description by using another, closely related, test statistic which is based on the

ratio of the likelihoods of the two models with m and m+ 1 parameters respectively:

qm,m+1 = −2 ln
L(~̂θ(m))

L(~̂θ(m+1))
. (7.9)
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Under the assumption that the more restrictive model in the numerator is correct and pro-

viding the data sample is not too small, qm,m+1 will follow a chi-square distribution for one

degree of freedom. For this to be true, the model in the numerator has to be a sub-model of

the one in the demoninator, the same being true for q~ν above.

Hence, the proposed strategy to determine an improved model for a certain background

is twofold. First, an absolute goodness-of-fit using q~ν establishes the minimal number of

needed parameters for a sufficient data description. Then a relative test via qm,m+1 examines

whether or not a substantially better prediction can be obtained by moving on to a more

general model.

It has to be noted that the choice of a set of correction functions is obviously not unique.

Different situations may call for different sets and a close inspection beforehand might hint

at a certain choice. In the following, ordinary polynomials are used as the basis set.

Consider two possible scenarios for measurements in a control region shown in figure 7.1.

Both measurements are compatible with the uncertainty of their respective predictions. In

the left plot, however, the data strongly deviate from the central prediction which hints

at substantial systematic effects being present in that scenario. This assumption is further

supported by a p(q~ν) value of only about 0.3%. On the other hand, the deviations in the

right plot seem compatible with statistical fluctations as is reflected by a p(q~ν) value of about

56%. In both cases, the data shall now be used in an attempt to obtain a better background

model following the procedure outlined above.
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Figure 7.1: Two scenarios for measurements in a control region having the same Monte Carlo

prediction.

7.2.1 First scenario: Large systematic effects

Choosing the best polynomial. Starting with the first scenario, the central prediction

(zeroth-order model) is modified with polynomials of order 2, 5, and 7, displayed in increasing

shades of grey in figure 7.2. The width of the bands corresponds to the respective statistical

uncertainty. Table 7.1 shows both types of p-values for functions up to order 10. Using a

correction function of degree 5 yields the first model with an acceptable goodness-of-fit of
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0.46, which can be improved even further by including more parameters.

The compatibility peaks at a value of 0.69 when using 8 adjustable parameters. The

decline for more complex models results from increasing the number of free parameters

while not gaining a substantial improvement in terms of data description, as is also reflected

by a high p(q8,9) value of about 0.8. Following the proposal stated above, the model with

the highest p-value is taken as the new improved background model.
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Figure 7.2: The Monte Carlo estimate for the data distribution on the left of figure 6.1 is

modified with correction functions of an increasing number of parameters until a satisfactory

goodness-of-fit is reached, expressed by the p-value of equation (7.6).

Alternative starting templates. Apart from the statistical error of the fit, an additional

uncertainty arises from the choice of the starting template. To investigate the dependency

of the corrected model on a particular shape of the original hypothesis, additional starting

templates are selected from within the systematic uncertainty of the MC prediction, as shown

in the left plot of figure 7.3. As was mentioned above, in the case of real data one would vary

the MC prediction according to known systematic effects, thereby obtaining a set of possible

starting templates. All those templates are corrected separately with the polynomial yielding

the highest absolute goodness-of-fit, shown in the right plot of the figure. In addition, the

true model, from which the data have been generated, is displayed as the black solid line.

After correction the new models nicely converge to the true model, almost regardless of the

shape of the starting template. Figure 7.4 shows the same curves divided by the true data

model. The strong deviations of the original prediction (thick red line) from the constant

line at unity represent the rather extreme introduced systematic effects, which call for a

correction using several parameters.
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Table 7.1: p-values for the test statistics defined in equations (7.5) and (7.9) for the data

distribution shown in figure 7.2.

Type of correction function p(q~ν) p(qm,m+1)

none (fixed to unity) 0.0027 0.15

Constant 0.0033 0.17

Linear 0.0038 0.0075

Quadratic 0.018 0.019

Cubic 0.052 0.0013

4th degree 0.33 0.072

5th degree 0.46 0.34

6th degree 0.46 0.04

7th degree 0.69 0.80

8th degree 0.63 0.21

9th degree 0.68 0.99

10th degree 0.60 -
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Figure 7.3: Selecting different templates within the systematic uncertainty of the original

Monte Carlo prediction to estimate their influence on the corrected model.
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Figure 7.4: Models before (left) and after (right) correction divided by the true model for

data.

New background model and its uncertainty. Assuming a flat prior probability for

the different starting templates, the best estimated model is finally taken as the mean value

of all corrected templates. Its total uncertainty is calculated by generating 2,000 toy data

sets from this estimate and applying the proposed method on every one of them.

The bin-wise RMS of the corrected models’ distribution (see figure 7.5) together with

the inter-bin correlation is then taken as an estimate for the statistical error. Figure 7.6

contrasts the best estimated model with the true model for the data. The true model is

nicely reproduced.
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Figure 7.5: Corrected models using 2,000 sets of toy data generated from the “best estimated

model” shown in red. The RMS of each bin is taken as an estimate for the statistical

uncertainty of the method.
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Figure 7.6: The estimated and the true model for the data agree well within the indicated

uncertainty.

7.2.2 Second scenario: No systematic effects

The second scenario shown on the right of figure 7.1 shall illustrate the usefulness of the

proposed method when there is apparently only little or no systematic deviation present. As

before, first the central MC prediction is modified with the correction function giving the

highest p(q~ν) value. This turns out to be a linear function (see table 7.2), which slightly

tilts the template as can be seen in figure 7.7. It is noteworthy that a simple rescaling does

not improve the data description (p(q0,1) = 0.96) in this case, whereas the linear correction

returns a significantly better model, as demonstrated by p(q1,2) = 0.01.

Figures 7.8 and 7.9 show again the correction of different starting templates with respect

to the true model for data. As a limiting case, this scenario has been generated without

systematic effects. Hence the central prediction would constitute the best model. Still, the

proposed method has the various templates converge to the true model. The offset at higher

x-values results from a bias introduced by the data. Again, toy experiments are generated

from the mean of the corrected models to obtain the statistical uncertainty (see figure 7.10).

Figure 7.11 shows the estimated and the true model for the data, which agree well within

the indicated uncertainty.

7.2.3 Extrapolation to signal region

Once the improved background model has been determined following the procedure described

above, the same correction is to be applied on the Monte Carlo prediction for the background

in the signal region (see also section 7.3). In addition, systematic effects associated with the

transfer of the correction from control to signal region need to be considered, such as the
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Table 7.2: p-values for the test statistics defined in equations (7.5) and (7.9) for the data

distribution shown in figure 7.7.

Type of correction function p(q~ν) p(qm,m+1)

none (fixed to unity) 0.56 0.96

Constant 0.51 0.01

Linear 0.85 0.41

Quadratic 0.84 0.40

Cubic 0.83 0.90

4th degree 0.79 0.38

5th degree 0.78 0.46

6th degree 0.76 0.13

7th degree 0.84 0.37

8th degree 0.80 0.79

9th degree 0.74 0.36

10th degree 0.67 -
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Figure 7.7: The Monte Carlo estimate for the data distribution on the right of figure 6.1 is

modified with correction functions of an increasing number of parameters until a satisfactory

goodness-of-fit is reached, expressed by the p-value of equation (7.6). In this scenario two

parameters are sufficient, yielding a p-value of about 85%.
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Figure 7.8: Selecting different templates within the systematic uncertainty of the original

Monte Carlo prediction to estimate their influence on the corrected model.
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Figure 7.9: Models before (left) and after (right) correction divided by the true model for

data.
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Figure 7.10: Corrected models using 2000 sets of toy data generated from the “best estimated

model” shown in red. The RMS of each bin is taken as an estimate for the statistical

uncertainty of the method.
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Figure 7.11: The estimated and the true model for the data agree well within the indicated

uncertainty.

111



different influence on the shapes of the distributions by certain systematic sources. These

have to be treated on a case-by-case basis and lie beyond the scope of this discussion.

After establishing a signal, one would want to quote its cross-section. It is very likely

that the same correction for systematic effects would also make a reliable signal Monte Carlo

prediction more realistic. The proposed method also considerably facilitates the search for a

suitable control region, since differences between signal and control region due to uncontro-

versial features of the simulation (phase space, for instance) are accounted for automatically.

7.3 Performance and comparison with other background es-

timation techniques

This section deals with the performance of the proposed method with respect to other com-

mon background estimation techniques in terms of the total errors and the compensation of

systematic effects.

7.3.1 Data from control region as a model

If a control region can be defined such that the shapes of the relevant background processes

are practically identical to the ones in the signal region, a simple scaling of the data can be

used to get a model for the background in the signal region. In a first approximation, the

uncertainties of such a model are simply the square root values of the data. For simplicity,

assume the efficiency of signal to control region to be unity. In this case the model determined

in the control region can be taken as-is for the signal region. Consider again the second

scenario discussed in subsection 7.2.2, depicted in figure 7.1. Figure 7.12 compares the

relative uncertainties. The corrected model represents a much smoother and thus more

realistic model than the data do – see also figure 7.11. In addition, the uncertainties of the

corrected model outperform bin-wise the Poisson errors of the data. Still, one has to account

for the correlation in the first case when summing events of several bins whereas the data

are independently distributed.

Background estimates for a new physics search

In a search for new physics one is often interested in the high mass tails of distributions for

being the most sensitive regions to discover new phenomena. Suppose this region to include

all x-values greater than 600 a.u. – see figure 7.13. Table 7.3 summarizes the expected

number of events and its uncertainty for the original prediction, the corrected model and

when taking the data as the model. Both the data model and the corrected model have a

comparable and much smaller uncertainty than the original prediction. The abovementioned

correlation boosts the error of the corrected model to the level of the data uncertainty in

this example.
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Figure 7.12: Relative total uncertainties of the data and the corrected background model as

shown in figure 7.11.
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Figure 7.13: Summing events in the region x > 600 a.u., which is assumed to be sensitive

for new physics.
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Table 7.3: Number of expected events for x > 600 a.u. predicted by different models (cf. fig-

ure 7.13). The error of the corrected model is the same as the one from the data in this

case, in general it is smaller (see figure 7.14). The MC template is identical to the true data

model since no systematic effects have been introduced in this scenario.

Model Number of expected events Relative error

Original prediction (MC template) 43.9± 21.9 50%

Corrected model 59.9± 7.6 12.7%

Data as model 62.0± 7.9 12.7%

In order to obtain a general statement on how the error of the proposed method compares

with the one from the data, 10,000 pseudo data sets are created from the true data model.

Figure 7.14 shows the distribution of events for x-values greater than 600 a.u. Taking the

data as the model, it produces an unbiased prediction of 43.92 events for the mean value

with an error of 6.68 events, as expected in agreement with the true values of 43.89 and

6.63 within the statistical limitation of the sample. Applying the proposed method yields on

average a value of 44.14 and a reduced error of 6.26. The mean value is slightly positively

biased but only by about 4% of the quoted uncertainty. This bias originates from fits with

small p-values in the percent regime. It can be reduced by either simply vetoing such fits

with highest absolute p-values less than for instance 1% or by allowing fits with more than

10 parameters.

More knowledge about the true shape of the distribution can reduce the uncertainty of the

method even further since fewer parameters will be needed for the adjustment of appropriate

starting templates. As a limiting case, five templates which only differ in their normalization

with respect to the true model are employed. The resulting distribution of expected events

is also displayed in figure 7.14 as the dashed red line, demonstrating a further decrease of

the error to 5.92.

Significance of a possible signal

When calculating a significance of a number of observed events given the Standard Model

expectation, one can include the uncertainty on the latter by using a Bayesian prior. Since

the uncertainty often arises from various sources one can assume a Gaussian distribution

of the prior as stated by the central limit theorem of probability theory. Therefore, it is

desirable for the error of the method to exhibit a Gaussian behaviour.

The six plots of figure 7.15 show the number of expected events for the region x >

600 a.u. fitted with a Gaussian function both with linear and logarithmic ordinate for the

three different predictions from figure 7.14. As expected the data display an exact Poisson
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Figure 7.14: Distributions of number of expected events in the region x > 600 a.u. of

figure 7.13 with linear and logarithmic ordinate. The proposed method using the different

shapes from figure 7.3 yields a smaller RMS than using the data as a model. The uncertainty

can be further reduced by using templates more similar to the true model, in this case only

differing in the scale but having the same shape.

distribution which can be well approximated with a Gaussian for high enough mean values.

Also the uncertainty of the proposed method using the different shapes from figure 7.3 is

compatible with a normal approximation except for acceptable deviations in the central and

tail regions. Using templates only differing in scale from the true background model entails

an uncertainty which varies from the Gaussian fit. However, the RMS value of 5.92 events

agrees nicely with the width of the fitted Gaussian. Furthermore, the Gaussian behavior is

expected to improve when accounting for additional systematic effects associated with the

transfer of the background model from the control to the signal region.

In order to investigate how the different errors affect the discovery potential, two toy

measurements for the two regions x > 600 a.u. and x > 800 a.u. are assumed to be 99

and 52 events respectively as shown in table 7.4. High energy physics folklore considers a

measurements to be a discovery if the probability, assuming only known physics, of observing

data as or less likely is smaller than 2.9× 10−7, which corresponds to the integrated tail of

a Gaussian distribution beyond five standard deviations (5σ discovery).

Using the data from the control region as the background model, one would claim a

discovery since the significance, which is calculated by convoluting the Poisson probability

for the data with the Gaussian prior function representing the systematic uncertainty of the

background (see e.g. [130] and [1]), surpasses the 5σ threshold. Taking instead the predicted

mean value and error of the proposed method using the different starting templates the

significance grows to 5.12 and 5.29 for the two regions. It can be even further raised to 5.25

and 5.38 when using the set of same shape templates. The jump in significance is equivalent

to an increase in luminosity of 4% and 12% for the two regions respectively when using

the same shape fit results instead of the data. Thus, by using the proposed method the

required integrated luminosity for a discovery is reduced. This effect gets bigger the smaller
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Figure 7.15: Gaussian functions fitted to the distributions of figure 7.14. Both the data and

the different shapes fit display an acceptable Gaussian behaviour whereas the same shapes

fit does not, but still does produce the same RMS value.

116



the inspected tail region compared to the region in x which has been used to determine the

background model.

Table 7.4: The significance of a discovery can be increased by using the proposed method

instead of data from the control region as a background model. The measurements of 99

and 52 events for the two regions have been chosen to allow for a 5σ discovery when using

the data. The increase in significance is equivalent to a saving in luminosity as described in

the text.

x > 600 a.u.: 99 events x > 800 a.u.: 52 events

Background: Significance: Background: Significance:

Data 43.92± 6.68 5.01 15.62± 3.93 5.10

Different Shapes 44.14± 6.26 5.12 15.56± 3.60 5.30

Same Shapes 44.03± 5.92 5.25 15.53± 3.45 5.38

7.3.2 Parametrized Monte Carlo shapes

A different approach to estimate the background in the signal region lies in choosing appro-

priate parametric functions inspired by the shapes of the Monte Carlo estimates and fixing

the parameters through a fit to data in the control region. These predictions can then be

extrapolated to the signal region by scaling, provided the shapes are very similar in both

regions. Unless the functional form of a certain distribution can be inferred from theoretical

considerations, the use of such ad hoc parametrizations is in general, however, questionable.

Examining the Monte Carlo template in figure 7.1 one could guess that a Landau function,

which depends on three parameters, might describe the background sufficiently. This is the

case because the MC template is a discretized Landau function. The outcome of the fit to

data of the first scenario is shown in figure 7.16. While having a much smaller uncertainty

than the background data scaling method, the predicted shape is incompatible with the data

in this example as reflected by a p-value p(q~ν) = 0.002. Obviously, if the systematic effects

cannot be compensated by an adjustment of the function’s parameters, the estimate will

differ significantly from the true background.

7.3.3 Direct fit to data in control region

Alternatively, one could fit the data in the control region for the first scenario with a suitable

polynomial function to compensate for the strong systematic effects, thereby dismissing any

prior knowledge about the model. In order to determine the best-suited polynomial, the

same statistical test used for the proposed method (p(q~ν)) have been employed, selecting a
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Figure 7.16: Data (black) in control region (cf. figure 7.2) fitted with a Landau function

(grey band), the choice of which was inspired by the Monte Carlo estimate (dashed line in

figure 7.2). The systematic effects cannot be compensated by an adjustment of the Landau

function which is reflected by a poor p-value of about 0.2%.

function with 9 parameters. Table 7.5 shows the expected number of events predicted by the

different approaches. The polynomial fit produces a worse result than the proposed method,

which yields identical values to the data in this case, both with respect to the predicted value

and its uncertainty. So even in this case, where a lot of parameters are required to adjust

the templates to the true model, the proposed method outperforms a direct polynomial fit.

Table 7.5: Number of expected events predicted by different models for the scenario with

large systematic effects (cf. figure 7.6). The errors of the corrected model and the polynomial

fit have been calculated using 10,000 pseudo data sets. The value of the true model amounts

to 376.7 events.

Model Number of expected events Relative error

Original prediction (MC template) 352.9± 176.5 50%

Data as model 380.0± 19.5 5.1%

Corrected model 380.0± 19.5 5.1%

Polynomial fit of order 8 363.6± 21.2 5.8%
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7.4 Summary and conclusion

The underlying idea of the method presented is to correct the Monte Carlo background

estimates for systematic deviations. To that end, they are multiplied with successively more

complex correction functions until a statistical test reports good compatibility with data in

a control region. The correction determined that way is then applied on the corresponding

templates in the signal region yielding an improved background model to search for new

physics.

While systematic effects are absorbed by the correction functions, the total uncertainty of

the model can be reduced compared to other common methods. In order to avoid absorbing

a possible signal in the fit carried out in the control region, the Monte Carlo estimates can be

varied according to known systematic effects, thereby obtaining constraints on the maximal

acceptable modification of the templates.

Finally, the usefulness of the proposed method is not restricted to high energy physics. It

can be applied in other scientific fields where one uses data from control regions to estimate

the background in a signal region and is confronted with large systematic uncertainties.
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Part IV

Conclusion
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Chapter 8

Summary

The search for supersymmetric particles in final states with one isolated electron or muon,

substantial missing momentum and additional high-energetic jets has great potential. By

analyzing data equivalent to an integrated luminosity of 1 fb−1 at the Large Hadron Collider’s

design collision energy of 14 TeV, strongly interacting particles with masses up to 1 TeV can

be discovered in certain supersymmetry scenarios. At the reduced collision energy of 7 TeV,

the discovery reach still extends up to masses of 700 GeV for the same integrated luminosity.

Investigating all the data collected by the ATLAS experiment in 2010, which amounts

to approximately 35 pb−1, no significant deviations from the Standard Model predictions

have been found. In general, good agreement between the data and the simulation has been

observed. Several control measurements have been carried out to verify the most important

contributions to the background. In particular, sources for systematic deviations from the

prediction of W boson and top processes have been investigated. An additional measurement

based on the charge asymmetry ofW boson production has been employed to further support

the validity of the simulation. In the absence of any signal, supersymmetric partners of quarks

and gluons with masses below 700 GeV have been excluded at 95% confidence level for a

particular scenario within the mSUGRA realization of supersymmetry and for equal squark

and gluino masses.

In a search for new physics one needs to have utmost confidence in the Standard Model

background estimations. A novel method has been proposed which, by combining informa-

tion from the data and the simulation, yields an improved background model. The method

is based on a rigorous statistical procedure that accounts for systematic deviations from the

simulation and avoids the introduction of ad hoc parametrizations. It is particularly useful

when substantial deviations from the predictions are observed, and its field of application is

not restricted to high energy physics.
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Appendix A

SUSY masses in the
√
s = 14 TeV prospect studies

Table A.1 contains the masses of the SUSY particles for the different SUSY benchmark

signals used in chapter 3.
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Table A.1: Masses in GeV for the SUSY benchmark signals used in chapter 3 [1]. The

left- and right-handed superpartners of the third generation mix strongly to give two mass

eigenstates denoted by arabic number subscripts, the masses of which differ substantially.

The superpartners of the first and second generation are nearly degenerate.

Particle SU1 SU2 SU3 SU4 SU6 SU8.1

d̃L 764.90 3564.13 636.27 419.84 870.79 801.16

ũL 760.42 3563.24 631.51 412.25 866.84 797.09

b̃1 697.90 2924.80 575.23 358.49 716.83 690.31

t̃1 572.96 2131.11 424.12 206.04 641.61 603.65

d̃R 733.53 3576.13 610.69 406.22 840.21 771.91

ũR 735.41 3574.18 611.81 404.92 842.16 773.69

b̃2 722.87 3500.55 610.73 399.18 779.42 743.09

t̃2 749.46 2935.36 650.50 445.00 797.99 766.21

ẽL 255.13 3547.50 230.45 231.94 411.89 325.44

ν̃e 238.31 3546.32 216.96 217.92 401.89 315.29

τ̃1 146.50 3519.62 149.99 200.50 181.31 151.90

ν̃τ 237.56 3532.27 216.29 215.53 358.26 296.98

ẽR 154.06 3547.46 155.45 212.88 351.10 253.35

τ̃2 256.98 3533.69 232.17 236.04 392.58 331.34

g̃ 832.33 856.59 717.46 413.37 894.70 856.45

χ̃0
1 136.98 103.35 117.91 59.84 149.57 142.45

χ̃0
2 263.64 160.37 218.60 113.48 287.97 273.95

χ̃0
3 466.44 179.76 463.99 308.94 477.23 463.55

χ̃0
4 483.30 294.90 480.59 327.76 492.23 479.01

χ̃+
1 262.06 149.42 218.33 113.22 288.29 274.30

χ̃+
2 483.62 286.81 480.16 326.59 492.42 479.22

h0 115.81 119.01 114.83 113.98 116.85 116.69

H0 515.99 3529.74 512.86 370.47 388.92 430.49

A0 512.39 3506.62 511.53 368.18 386.47 427.74

H+ 521.90 3530.61 518.15 378.90 401.15 440.23

t 175.00 175.00 175.00 175.00 175.00 175.00
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Appendix B

Additional material for full 2010

data analysis

B.1 Simulated samples

The following samples, taken from the official mc09 Monte Carlo production, have been used

in the full data analysis presented in chapter 5.2.

Tables B.1 and B.2 list all V + jets samples together with the dataset number, the

employed generator, the corresponding cross sections as well as the numbers of generated

events. Table B.3 contains the same figures for top, QCD multi-jet and and di-boson samples.

B.2 Event displays of signal region events

Figures B.1 and B.2 and tables B.4 and B.5 show the event displays and main event char-

acteristics of the two events in the electron and muon signal region of the full data analysis.

respectively.
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Table B.1: W + jets Monte Carlo samples with sample ID, generator, cross-section (σ) times

branching ratio (BR), k–factor and number of generated events (Ngen).

Sample ID Name Generator σ × BR [pb] k–factor Ngen

107680 WenuNp0 pt20 AlpgenJimmy 6.9·103 1.20 1381931

107681 WenuNp1 pt20 AlpgenJimmy 1.3·103 1.20 258408

107682 WenuNp2 pt20 AlpgenJimmy 3.8·102 1.20 188896

107683 WenuNp3 pt20 AlpgenJimmy 1.0·102 1.20 50477

107684 WenuNp4 pt20 AlpgenJimmy 2.5·101 1.20 12991

107685 WenuNp5 pt20 AlpgenJimmy 6.9 1.20 3449

107690 WmunuNp0 pt20 AlpgenJimmy 6.9·103 1.20 1386038

107691 WmunuNp1 pt20 AlpgenJimmy 1.3·103 1.20 255909

107692 WmunuNp2 pt20 AlpgenJimmy 3.8·102 1.20 187860

107693 WmunuNp3 pt20 AlpgenJimmy 1.0·102 1.20 50877

107694 WmunuNp4 pt20 AlpgenJimmy 2.5·101 1.20 12991

107695 WmunuNp5 pt20 AlpgenJimmy 6.9 1.20 3498

107700 WtaunuNp0 pt20 AlpgenJimmy 6.9·103 1.20 1365491

107701 WtaunuNp1 pt20 AlpgenJimmy 1.3·103 1.20 254753

107702 WtaunuNp2 pt20 AlpgenJimmy 3.8·102 1.20 188446

107703 WtaunuNp3 pt20 AlpgenJimmy 1.0·102 1.20 50472

107704 WtaunuNp4 pt20 AlpgenJimmy 2.5·101 1.20 12996

107705 WtaunuNp5 pt20 AlpgenJimmy 6.9 1.20 3998

106280 WbbNp0 pt20 AlpgenJimmy 3.2 1.20 6499

106281 WbbNp1 pt20 AlpgenJimmy 2.6 1.20 5500

106282 WbbNp2 pt20 AlpgenJimmy 1.4 1.20 2997

106283 WbbNp3 pt20 AlpgenJimmy 0.6 1.20 1500
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Table B.2: Z + jets Monte Carlo samples with sample ID, generator, cross-section (σ) times

branching ratio (BR), k–factor and number of generated events (Ngen).

Sample ID Name Generator σ × BR [pb] k–factor Ngen

107650 ZeeNp0 pt20 AlpgenJimmy 6.6·102 1.25 304216

107651 ZeeNp1 pt20 AlpgenJimmy 1.3·102 1.25 63440

107652 ZeeNp2 pt20 AlpgenJimmy 4.0·101 1.25 19497

107653 ZeeNp3 pt20 AlpgenJimmy 1.1·101 1.25 5499

107654 ZeeNp4 pt20 AlpgenJimmy 2.9 1.25 1499

107655 ZeeNp5 pt20 AlpgenJimmy 7.5·10−1 1.25 500

107660 ZmumuNp0 pt20 AlpgenJimmy 6.6·102 1.25 303947

107661 ZmumuNp1 pt20 AlpgenJimmy 1.3·102 1.25 62996

107662 ZmumuNp2 pt20 AlpgenJimmy 4.0·101 1.25 18993

107663 ZmumuNp3 pt20 AlpgenJimmy 1.1·101 1.25 5497

107664 ZmumuNp4 pt20 AlpgenJimmy 2.9 1.25 1499

107665 ZmumuNp5 pt20 AlpgenJimmy 7.5·10−1 1.25 499

107670 ZtautauNp0 pt20 AlpgenJimmy 6.6·102 1.25 303359

107671 ZtautauNp1 pt20 AlpgenJimmy 1.3·102 1.25 63481

107672 ZtautauNp2 pt20 AlpgenJimmy 4.0·101 1.25 19492

107673 ZtautauNp3 pt20 AlpgenJimmy 1.1·101 1.25 5497

107674 ZtautauNp4 pt20 AlpgenJimmy 2.9 1.25 1499

107675 ZtautauNp5 pt20 AlpgenJimmy 7.5·10−1 1.25 499
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Table B.3: Top, QCD multi-jet and di-boson Monte Carlo samples with sample ID, genera-

tor, cross-section (σ) times branching ratio (BR), k–factor and number of generated events

(Ngen).

Sample ID Name Generator σ × BR [pb] k–factor Ngen

105200 T1 MC@NLO Jimmy 8.9·101 999387

105204 TTbar FullHad MC@NLO Jimmy 7.1·101 149889

108340 st tchan enu MC@NLO Jimmy 7.0 9993

108341 st tchan munu MC@NLO Jimmy 7.0 9997

108342 st tchan taunu MC@NLO Jimmy 7.0 10000

108343 st schan enu MC@NLO Jimmy 4.7·10−1 9950

108344 st schan munu MC@NLO Jimmy 4.7·10−1 9996

108345 st schan taunu MC@NLO Jimmy 4.7·10−1 9996

108346 st Wt MC@NLO Jimmy 1.3·101 14995

105009 J0 jetjet Pythia 9.7·109 1399184

105010 J1 jetjet Pythia 6.7·108 1395383

105011 J2 jetjet Pythia 4.1·107 1398078

105012 J3 jetjet Pythia 2.2·106 1397430

105013 J4 jetjet Pythia 8.8·104 1397401

105014 J5 jetjet Pythia 2.3·103 1391612

105015 J6 jetjet Pythia 3.4·101 1347654

109276 J0 jetjet 1muon Pythia 8.4·105 1996528

109277 J1 jetjet 1muon Pythia 8.2·105 1769626

109278 J2 jetjet 1muon Pythia 2.2·105 399911

109279 J3 jetjet 1muon Pythia 2.8·104 199927

109280 J4 jetjet 1muon Pythia 2.0·103 199857

109281 J5 jetjet 1muon Pythia 7.1·101 499174

105985 WW Herwig 1.7·101 249837

105986 ZZ Herwig 1.3·101 249725

105987 WZ Herwig 5.5·101 249830
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Figure B.1: This electron event is in the signal region (from [98]). The electron emits hard

bremsstrahlung in the inner detector.

Table B.4: Event characteristics of the signal region event in the electron channel (from [98]).

Emiss
T Lepton pT N(jets) Jet1 pT Jet2 pT mT meff

303.1 27.8 4 202.0 108.1 182.6 696.3

Table B.5: Event characteristics of the signal region event in the muon channel (from [98]).

Emiss
T Lepton pT N(jets) Jet1 pT Jet2 pT mT meff

140.2 30.2 4 161.5 133.2 108.5 509.6
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Figure B.2: This muon event is in the signal region (from [98]). It has a second muon

track but not muon object with pT = 11GeV; one electron in event passing phase space and

electron-identification requirements but touching a calorimeter region with a faulty read-out

and is therefore dropped.
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