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Abstract6

The Transition Radiation Detector (TRD) was designed and built to enhance the capabilities of the7

ALICE detector at the Large Hadron Collider (LHC). While aimed at providing electron identifica-8

tion and triggering, the TRD also contributes significantly to the track reconstruction and calibration9

in the central barrel of ALICE. In this paper the design, construction, operation, and performance10

of this detector are discussed. A pion rejection factor of up to 410 is achieved at a momentum of11

1 GeV/c in p–Pb collisions and the resolution at high transverse momentum improves by about 40%12

when including the TRD information in track reconstruction. The triggering capability is demon-13

strated both for jet, light nuclei, and electron selection.14
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1 Introduction15

A Large Ion Collider Experiment (ALICE) [1, 2] is the dedicated heavy-ion experiment at the Large16

Hadron Collider (LHC) at CERN. In central high energy nucleus–nucleus collisions a high-density de-17

confined state of strongly interacting matter, known as quark–gluon plasma (QGP), is supposed to be18

created [3–5]. ALICE is designed to measure a large set of observables in order to study the properties19

of the QGP. Among the essential probes there are several involving electrons, which originate, e.g. from20

open heavy-flavour hadron decays, virtual photons, and Drell-Yan production as well as from decays of21

the ψ and ϒ families. The identification of these rare probes requires excellent electron identification,22

also in the high multiplicity environment of heavy-ion collisions. In addition, the rare probes need to be23

enhanced with triggers, in order to accumulate the statistics necessary for differential studies. The latter24

requirement concerns not only probes involving the production of electrons, but also rare high transverse25

momentum probes such as jets (collimated sprays of particles) with and without heavy flavour. The26

ALICE Transition Radiation Detector (TRD) fulfils these two tasks and thus extends the physics reach27

of ALICE.28

Transition radiation (TR), predicted in 1946 by Ginzburg and Frank [6], occurs when a particle crosses29

the boundary between two media with different dielectric constants. For highly relativistic particles30

(γ & 1000), the emitted radiation extends into the X-ray domain for a typical choice of radiator [7–9].31

The radiation is extremely forward peaked relative to the particle direction [7]. As the TR photon yield32

per boundary crossing is of the order of the fine structure constant (α = 1/137), many boundaries are33

needed in detectors to increase the radiation yield [10]. The absorption of the emitted X-ray photons in34

high-Z gas detectors leads to a large energy deposition compared to the specific energy loss by ionisation35

of the traversing particle.36

Since their development in the 1970s, transition radiation detectors have proven to be powerful devices37

in cosmic-ray, astroparticle and accelerator experiments [10–20]. The main purpose of the transition ra-38

diation detectors in these experiments was the discrimination of electrons from hadrons via, e.g. cluster39

counting or total charge/energy analysis methods. In a few cases they provided charged-particle track-40

ing. The transition radiation photons are in most cases detected either by straw tubes or by multiwire41

proportional chambers (MWPC). In some experiments [10, 13, 16, 21] and in test setups [22–25], short42

drift chambers (usually about 1 cm) were employed for the detection. Detailed reviews on the transition43

radiation phenomenon, detectors, and their application to particle identification can be found in [10, 26–44

28].45

The ALICE TRD, which covers the full azimuth and the pseudorapidity range −0.84 < η < 0.84 (see46

next section), is part of the ALICE central barrel. The TRD consists of 522 chambers arranged in 6 layers47

at a radial distance from 2.90 m to 3.68 m from the beam axis. Each chamber comprises a foam/fibre48

radiator followed by a Xe-CO2-filled MWPC preceded by a drift region of 3 cm. The extracted temporal49

information represents the depth in the drift volume at which the ionisation signal was produced and thus50

allows the contributions of the TR photon and the specific ionisation energy loss of the charged particle51

dE/dx to be separated. The former is preferentially absorbed at the entrance of the chamber and the52

latter distributed uniformly along the track. Electrons can be distinguished from other charged particles53

by producing TR and having a higher dE/dx due to the relativistic rise of the ionisation energy loss. The54

usage of the temporal information further enhances the electron-hadron separation power. Due to the fast55

read-out and online reconstruction of its signals, the TRD has also been successfully used to trigger on56

electrons with high transverse momenta and jets (3 or more high-pT tracks). Last but not least, the TRD57

improves the overall momentum resolution of the ALICE central barrel by providing additional space58

points at large radii for tracking, and tracks anchored by the TRD will be a key element to correct space59

charge distortions expected in the ALICE TPC in LHC RUN 3 [29]. A first version of the correction60

algorithm is already in use for RUN 2.61
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Fig. 1: Schematic cross-section of the ALICE detector perpendicular to the LHC beam direction (status of the
detector since the start of LHC RUN 2). The central barrel detectors cover the pseudorapidity range |η |. 0.9 and
are located inside the solenoid magnet, which provides a magnetic field with strength B = 0.5 T along the beam
direction.

In this article the design, construction, operation, and performance of the ALICE TRD is described. Sec-62

tion 2 gives an overview of the detector and its construction. The gas system is detailed in Section 3.63

The services required for the detector are outlined in Section 4. In Section 5 the read-out of the detector64

is discussed and the Detector Control System (DCS) used for reliable operation and monitoring of the65

detector is presented in Section 6. The detector commissioning and its operation are discussed in Sec-66

tion 7. Tracking, alignment, and calibration are described in detail in Sections 8, 9, and 10, while various67

methods for charged hadron and electron identification are presented in Section 11. The use of the TRD68

trigger system for jets, electrons, heavy-nuclei, and cosmic-ray muons is described in Section 12.69

2 Detector overview70

A cross-section of the central part of the ALICE detector [1, 2], installed at Interaction Point 2 (IP2)71

of the LHC, is shown in Fig. 1. The central barrel detectors cover the pseudorapidity range |η | . 0.972

and are located inside a solenoid magnet, which produces a magnetic field of B = 0.5 T along the beam73

direction. The Inner Tracking System (ITS) [30], placed closest to the nominal interaction point, is em-74

ployed for low momentum tracking, particle identification (PID), and primary and secondary vertexing.75

The Time Projection Chamber (TPC) [31], which is surrounded by the TRD, is used for tracking and76

PID. The Time-Of-Flight detector (TOF) [32] is placed outside the TRD and provides charged hadron77

identification. The ElectroMagnetic Calorimeter (EMCal) [33], the PHOton Spectrometer (PHOS) [34],78

and the High Momentum Particle Identification Detector (HMPID) [35] are used for electron, jet, pho-79

ton and hadron identification. Their azimuthal coverage is shown in Fig. 1. Not visible in the figure80

are the V0 and T0 detectors [36, 37], as well as the Zero Degree Calorimeters (ZDC) [38], which are81

placed at small angles on both sides of the interaction region. These detectors can be employed, e.g.82

to define a minimum-bias trigger, to determine the event time, the centrality and event plane of a col-83

lision [2, 39, 40]. Likewise, the muon spectrometer [41, 42] is outside the view on one side of the84

experiment, only, covering −4 < η < −2.5.85

Figure 1 also shows the definition of the global ALICE coordinate system, which is a Cartesian system86

with its point of origin at the nominal interaction point (xlab, ylab, zlab = 0); the xlab-axis pointing in-87
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Fig. 2: Schematic cross-section of a TRD chamber in the x-z plane (perpendicular to the wires) with tracks of
a pion and an electron to illustrate the ionisation energy deposition and the TR contribution. The large energy
deposition due to the TR photon absorption is indicated by the large red circle in the drift region. The drift lines
(solid lines) are calculated with Garfield [43] and correspond to the nominal voltage settings for chamber operation.
The radiator is not drawn to scale.

wards radially to the centre of the LHC ring and the zlab-axis coinciding with the direction of one beam88

and pointing in direction opposite to the muon spectrometer. According to the (anti-)clock-wise beam89

directions, the muon spectrometer side is also called C-side, the opposite side A-side.90

The design of the TRD is a result of the requirements and constraints discussed in the Technical Design91

Report [44]. It has a modular structure and its basic component is a multiwire proportional chamber92

(MWPC). Each chamber is preceded by a drift region to allow for the reconstruction of a local track93

segment, which is required for matching of TRD information with tracks reconstructed with ITS and94

TPC at high multiplicities. TR photons are produced in a radiator mounted in front of the drift section95

and then absorbed in a xenon-based gas mixture. A schematic cross-section of a chamber and its radiator96

is shown in Fig. 2. The shown local coordinate system is a right-handed orthogonal Cartesian system,97

similar to the global coordinate system, rotated such that the x-axis is perpendicular to the chamber. Six98

layers of chambers are installed to enhance the pion rejection power. An eighteen-fold segmentation in99

azimuth (ϕ), with each segment called ‘sector’, was chosen to match that of the TPC read-out chambers.100

In the longitudinal direction (zlab), i.e. along the beam direction, the coverage is split into five stacks,101

resulting in a manageable chamber size. The five stacks are numbered from 0 to 4, where stack 4 is at the102

C-side and stack 0 at the A-side. Layer 0 is closest, layer 5 farthest away from the collision point in the103

radial direction. In each sector, 30 read-out chambers (arranged in 6 layers and 5 stacks) are combined104

in a mechanical casing, called a ‘supermodule’ (see Fig. 3 and Section 2.3).105

In total the TRD can host 540 read-out chambers (18 sectors × 6 layers × 5 stacks), however in order to106

minimise the material in front of the PHOS detector in three sectors (sectors 13–15, for numbering see107

Fig. 1) the chambers in the middle stack were not installed. This results in a system of 522 individual108

read-out chambers. The main parameters of the detector are summarised in Table 1.109

At the start of the first LHC period (RUN 1) in 2009 the TRD participated with seven supermodules. Six110

further supermodules were built and integrated into the experiment during short winter shutdown periods111

of the accelerator, three in each winter shutdown period of 2010 and 2011. The TRD was completed112

during the Long Shutdown 1 (LS) of the LHC in 2013–2014. With all 18 supermodules installed, full113
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Fig. 3: Cross-section (longitudinal view) of a supermodule.

Parameter Value
Pseudorapidity coverage −0.84 < η < +0.84
Azimuthal coverage ϕ 360◦

Radial position 2.90 m to 3.68 m
Length of a supermodule 7.02 m
Weight of a supermodule 1.65 t
Segmentation in ϕ 18 sectors
Segmentation in zlab 5 stacks
Segmentation in r 6 layers
Total number of read-out chambers 522
Size of a read-out chamber (active area) 0.90 m × 1.06 m to 1.13 m × 1.43 m
Radiator material fibre/foam sandwich
Depth of radiator 4.7 cm
Depth of drift region 3.0 cm
Depth of amplification region 0.7 cm
Number of time bins (100 ns) 30 (22–24)
Total number of read-out pads 1150848
Total active area 673.4 m2

Detector gas Xe-CO2 (85-15)
Gas volume 27 m3

Drift voltage (nominal) ∼2150 V
Anode voltage (nominal) ∼1520 V
Gas gain (nominal) ∼3200
Drift field ∼700 V/cm
Drift velocity ∼1.56 cm/µs
Avg. radiation length along r 〈X/X0〉 24.7%

Table 1: General parameters of the TRD. The indicated weight corresponds to a supermodule with 30 read-out
chambers; the length of the supermodule does not include the connected services. At maximum 30 time bins can
be read out, typical values used in RUN 1 and RUN 2 are 22–24 (see Section 5.2).

coverage in azimuth was accomplished for the second LHC period (RUN 2) starting in 2015.114

2.1 Read-out chambers115

The size of the read-out chambers changes radially and along the beam direction (see Fig. 3). The active116

area per chamber thus varies from 0.90 m × 1.06 m to 1.13 m × 1.43 m (x× z). The optimal design of117

a read-out chamber (see Fig. 2) was found considering the requirements on precision and mechanical118

stability, and minimisation of the amount of material.119

The construction of the radiator, discussed in the following sub-section, is essential for the mechanical120

stability of the chamber. The drift electrode, an aluminised mylar foil (25 µm thick), is an integral part of121

the radiator. To ensure a uniform drift field throughout the entire drift volume, a field cage with a voltage122

divider chain is employed [44]. The current at nominal drift voltage is about 170 µA. The grounded cath-123

ode wires are made of Cu-Be and have a diameter of 75 µm, while the anode wires are made of Au-plated124

tungsten with a diameter of 20 µm. The pitch for the cathode and anode wires are 2.5 mm and 5 mm, re-125

spectively; the tensions at winding were 1 N and 0.45 N [45]. The wire lengths vary from 1.08 m to126
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Fig. 4: Pad geometry of a TRD read-out chamber in layer 3 (not stack 2). The pad tilt is ± 2◦ with respect to the
z-axis (along the beam direction), with the sign alternating between layers.

1.45 m. The maximum deformation of the chamber frame was 150 µm under the wire tension indicated,127

leading to a maximum 10% loss in wire tension. Even with an additional 1 mbar overpressure in the gas128

volume (see Section 3), the deformation of the drift electrode can be kept within the specification of less129

than 1 mm. The segmented cathode pad plane is manufactured from thin Printed Circuit Boards (PCB)130

and glued on a light honeycomb and carbon fibre sandwich to ensure planarity and mechanical stiffness.131

The design goal of having a maximum deviation from planarity of 150 µm was achieved with only a132

few chambers exceeding slightly this value. The PCBs of the pad plane were produced in two or three133

pieces. The PCBs are segmented into 12 (stack 2) or 16 pads along the z-direction, and 144 pads in the134

direction of the anode wires (rϕ). The pad area varies from 0.635 cm × 7.5 cm to 0.785 cm × 9 cm [45]135

to achieve a constant granularity with respect to the distance from the interaction point. The pad width136

of 0.635 cm to 0.785 cm in the rϕ direction was chosen so that charge sharing between adjacent pads137

(typically three), which is quantified by the pad response function (PRF) [46], is achieved. As a con-138

sequence, the position of the charge deposition can be reconstructed in the rϕ-direction with a spatial139

resolution of . 400 µm [46]. In the longitudinal direction, the coarser segmentation is sufficient for140

the track matching with the inner detectors. In addition, the pads are tilted by ± 2◦ (sign alternating141

layer-by-layer) as shown in Fig. 4, which improves the z-resolution during track reconstruction without142

compromising the rϕ resolution. For clusters confined within one pad row, a z position at the row centre143

is assumed, zcluster = z0. The honeycomb structure also acts as a support for the read-out boards. The pads144

are connected to the read-out boards by short polyester ribbon cables via milled holes in the honeycomb145

structure.146

The original design of the TRD was conceived such that events with a multiplicity of dNch/dη = 8000147

would have lead to an occupancy of 34% in the detector [44]. The fast read-out and processing of such148

data on 1.15 · 106 read-out channels required the design and production of fully customised front-end149

electronics (see Section 5).150

The positive signal induced on the cathode pad plane is amplified using a charge-sensitive PreAmplifier-151

ShAper (PASA) (see Section 5) and the signals on the cathode pads are sampled in time bins of 100 ns152

inside the TRAcklet Processor (TRAP, see Section 5). For LHC RUN 1 and RUN 2 running conditions153

(see Section 7.2), the probability for pile-up events is small. The averaged time evolution of the signal154

is shown in Fig. 5 for pions and electrons, with and without radiator. In the amplification region (early155

times), the signal is larger, because the ionisation from both sides of the anode wires contributes to the156
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time axis is shown with an arbitrary offset of 0.3 µs. The measurements were performed at the CERN PS with
prototype read-out chambers that were smaller in overall size (active area 25 cm × 32 cm) but otherwise similar in
construction to that of the final detector. Figure taken from [47].

same time interval. The contribution of TR is seen as an increase in the measured average signal at157

times corresponding to the entrance of the chamber (around 2.5 µs in Fig. 5), where the TR photons are158

preferentially absorbed. At large times (beyond 2.5 µs), the effect of the slow ion movement becomes159

visible as a tail. Various approximations of the time response function, the convolution of the long tails160

with the shaping of the PASA, were studied in order to optimally cancel the tails in data, see Section 8.161

The knowledge of the ionisation energy loss is important for the control of the detector performance and162

for tuning the Monte Carlo simulations. A set of measurements was performed with prototype read-out163

chambers with detachable radiators for pions and electrons at various momenta [48]. An illustration of164

the measured data is shown in Fig. 6 for pions and electrons with a momentum of 2 GeV/c. The sim-165

ulations describe the Landau distribution of the total ionisation energy deposition, determined from the166

calibrated time-integrated chamber signal. A compilation of such measurements over a broad momen-167

tum range including data obtained with cosmic-ray muons and from collisions recorded with ALICE is168

shown in Section 11, Fig. 37.169

Measurements of the position resolution in the rϕ-direction (σy) and angular resolution σϕ , conducted170

with prototype chambers, established that the required performance of the detector and electronics171

(σy .400 µm and σϕ ≤ 1◦) is reached for signal-to-noise values of about 40, which corresponds to a172

moderate gas gain of about 3500 [46].173

The production of a chamber was performed in several steps [49] and completed in one week on average.174

First, the aluminium walls of the chamber were aligned on a precision table and glued to the radiator175

panel. The glueing table was custom-built to ensure the required mechanical precision and time-efficient176

handling of the components. For almost all junctions the two-component epoxy glue Araldite R© AW 116177

with hardener HV 953BD was used. In a few places, where a higher viscosity glue was needed, Araldite R©
178

AW 106 was applied. In a second step, the cathode and anode wires were wound on a custom-made179

winding machine and glued onto a robust aluminium frame in order to keep the wire tension. This180

aluminium frame was subsequently placed on top of the chamber body, and the cathode and anode wires181

were transferred to the G10 ledges glued to the chamber body. After gluing of the anode and cathode182

wire planes, the tension of each wire was checked by moving a needle valve with pressurised air across183
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the wires. The induced resonance frequency in each wire was determined by measuring the reflected184

light of an LED [50]. Afterwards the pad plane and honeycomb structure were placed on top of the185

chamber body. Following this production process, each chamber was subjected to a series of quality186

control tests with an Ar-CO2 (70-30) gas mixture. The tests were performed once before the chamber187

was sealed with epoxy (closed with clamps) and repeated after chamber validation and glueing. In the188

following the requirements are described [51]. The anode leakage current was required not to exceed a189

value of 10 nA. The gas leak rate was determined by flushing the chamber with the Ar-CO2 gas mixture190

and measuring the O2 content of the outflowing gas. It was required to be less than 1 mbar · l/h. In191

addition, the leak conductance was measured at an underpressure of 0.4–0.5 mbar in the chamber. The192

underpressure test was only introduced at a later stage of the mass production after viscous leaks were193

found, see Section 3.4.1 for more details. Comparisons of the anode current induced by a 109Cd source194

placed at 100 different positions across the active area allowed determinations of the gain uniformity.195

The step size for this two-dimensional scan was about 10 cm in both directions and the measured values196

were required to be within ± 15% of the median. Electrically disconnected wires were detected by197

carrying out a one-dimensional scan perpendicular to the wires with a step size of 1 cm. This scan198

clearly identified any individual wire that was not connected due to the visible gas gain anomaly in the199

vicinity of this wire, and allowed for repair. For one position the absolute gas gain was determined by200

measuring the anode current and by counting the pulses of the 109Cd source. The long term stability was201
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Fig. 7: Side (left) and top (right) view of the design of the TRD sandwich radiator [44].
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Fig. 8: Measured and simulated spectra of TR produced by electrons with a momentum of 2 GeV/c for the ALICE
TRD sandwich radiator. Figure adapted from [53].

characterised by monitoring the gas gain in intervals of 15 minutes over a period of 12 hours.202

2.2 Radiator203

The design of the radiator is shown in Fig. 7. Polypropylene fibre mats of 3.2 cm total thickness are sand-204

wiched between two plates of Rohacell R© foam HF71, which are mechanically reinforced by lamination205

of carbon fibre sheets of 100 µm thickness. Aluminised kapton foils are glued on top, to ensure gas tight-206

ness and to also serve as the drift electrode. For mechanical reinforcement, cross-bars of Rohacell R© foam207

of 0.8 cm thickness are glued between the two foam sheets of the sandwich, with a pitch of 20–25 cm208

depending on the chamber size. After construction the transmission of the full radiator was measured209

using the Kα line of Cu at 8.04 keV to ensure the homogeneity of the radiators [52]. This line was chosen210

as its energy is close to the most probable value of the TR spectrum (see Fig. 8).211

Measurements with prototypes [53] indicated that such a sandwich radiator produces 30–40% less TR212

compared to a regularly spaced foil radiator. However, constructing a large-area detector with radiators213

made out of 100 regularly spaced foils each is infeasible. The impact of various radiators constructed214

from fibres and/or foam on, e.g. particle identification is discussed in [47, 53]. Based on these measure-215

ments the fibre/foam sandwich radiator design was chosen for the final detector.216
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The spectra of TR produced by electrons with a momentum of 2 GeV/c as measured with the ALICE217

TRD sandwich radiator is shown in Fig. 8. Such a measurement is important for the tuning of simula-218

tions in the ALICE setup. As the production of TR is not included in GEANT3 [54], which is used to219

propagate generated particles through the ALICE apparatus for simulations, we have explicitly added220

it to our simulations in AliRoot [55], the ALICE offline framework for simulation, reconstruction and221

analysis. An effective parameterisation of the irregular radiator in terms of a regular foil radiator is em-222

ployed as an approximation. The simulations describe the data satisfactorily including the momentum223

dependence [53].224

2.3 Supermodule225

The detector is installed in the spaceframe (the common support structure for most of the central barrel226

detectors) in 18 supermodules, each of which can host 30 read-out chambers arranged in 5 stacks and227

6 layers (see Fig. 3). The overall shape of the supermodule is a trapezoidal prism with a length of228

7.02 m (8 m including services). Its height is 0.78 m and the shorter (longer) base of the trapezoid is229

0.95 m (1.22 m). The weight of a supermodule with 30 read-out chambers is about 1.65 t. Mechanical230

stability is provided by a hull of aluminium profiles and sheets, connected with stainless steel screws.231

The materials were chosen to minimise the interference with the magnetic field in the solenoid magnet.232

In front of PHOS, where minimal radiation length is required, the aluminium sheets of the short and long233

base of the trapezoid were replaced by carbon-fibre windows.234

All service connections must be routed internally to the end-caps of the supermodule. Those that require235

materials with large radiation length are placed at the sidewalls, outside the active area of the TRD and236

most other detectors in ALICE. This includes the low-voltage power distribution bus bars as well as237

other copper wires for the Detector Control System (DCS) board power, network and high-voltage (HV)238

connections between the fanout boxes and read-out chambers, and the rectangular cooling pipes (see239

Section 4 for more details).240

Low-voltage (LV) power for the read-out boards is provided via copper power bus bars (2 for each layer241

and voltage as described in Table 3) with a cross-section of 6 mm × 6 mm (per channel) running along242

the sidewalls of the supermodule. Each read-out board is connected directly to the power bus bars. Heat243

generated by ohmic losses in the power bus bars is partially transferred to the adjacent cooling pipes244

(see Section 4.2). The power bus bars protrude about 30 cm from each side of the supermodule hull,245

where they are equipped with capacitors for voltage stabilisation. On one end-cap of the supermodule246

the power-bus bars are connected via a low-voltage patch panel to the long supply lines to the power247

supplies outside of the magnet.248

Each read-out chamber is equipped with 6 or 8 read-out boards (see Section 2.1) and one DCS board (see249

Section 4.4). Power is provided and controlled separately for each DCS board by a power distribution250

box. The DCS boards are connected via twisted-pair cables to Ethernet patch panels at the end-caps and251

the boards of two adjacent layers are connected via flat-ribbon cables in a daisy chain loop to provide252

low-level Joint Test Action Group (JTAG) access to neighbouring boards.253

For each chamber, three optical fibres are routed to the end-cap on the C-side. Two fibres connect the254

optical read-out interfaces to a patch panel, where they are linked via the Global Tracking Unit (GTU)255

(see Section 5) to the Data AcQuisition (DAQ) systems. One trigger fibre connects the DCS board to the256

trigger distribution box (see Section 5.1), which receives the trigger signals from the pretrigger system257

or its back-up system and splits them into 30 fibres (+ 2 spares).258

The supermodules were constructed from 2006 to 2014. In the following, we discuss the sequence of259

required steps. After the construction of the supermodule hulls, the power bus bars and patch panels for260

the distribution of low voltage for the read-out boards and the cooling bars for the water cooling were261

mounted on the sidewalls. Next the power distribution box (DCS board power), the box for trigger signal262
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distribution, a patch panel for the optical read-out fibres, and the high-voltage distribution boxes were263

installed at the end-caps.264

Before integrating the read-out chambers into a supermodule, they were equipped with electronics (read-265

out boards, DCS boards) and cooling pipes. After a series of tests were performed to ensure stable266

operation [56, 57], the chambers were then inserted layer by layer. The first connection established267

during the installation was the gas link between the chambers (using polyether ether ketone connectors).268

The chambers were fixed to the hull with three screws on each of the long sides after performing a manual269

physical alignment. As demonstrated by later measurements (Section 9), the alignment in rϕ between270

the chambers is of the order of 0.6–0.7 mm (r.m.s.).271

The cables to and from the read-out boards used for JTAG, low-voltage sensing, Ethernet, and DCS272

power were routed along one side of the chambers. The cable lengths in the active area on top of the273

chambers were minimised, avoiding cables from the read-out pads to cross. On the other side of the274

chambers, only the high voltage cables were routed. They were soldered at two separate HV distribution275

boxes for anode and drift voltage at one end-cap of the supermodule. Each read-out board (38 per layer)276

was connected to the power bus bars (low voltage) using pre-mounted cables. The cooling pipes (4 per277

read-out board) were connected by small Viton tubes. In the z-direction across the read-out chambers,278

only optical fibres for the trigger distribution (1 per chamber) and data read-out (2 per chamber) were279

routed.280

In addition to layer-wise tests during installation, a final test was done after completion. The test setup281

consisted of low-voltage and high-voltage supplies, a cooling plant, a gas system [58], as well as a full282

trigger setup and read-out equipment. Also a trigger for cosmic rays was built and installed [59, 60]. It283

was used for first measurements of the gas gain and the chamber alignment, and to also study the zero284

suppression during assembly [50, 61–65].285

After transport to CERN pre-installation tests were performed (see Section 7.1 and [66]) and the su-286

permodules were installed in the space frame with a precision of 1 cm (r.m.s.) in zlab-direction. The287

maximum tolerance in ϕ is 2 cm due to constraints given by the space frame.288

In addition to the sequential assembly and installation, four supermodules were completely disassembled289

again in 2008 and 2009. The initial tests were not sensitive to viscous leaks of the read-out chambers and290

thus the supermodules were rebuilt after improving the gas tightness (see Section 3.4.1). Furthermore, in291

2013 during LS 1, one supermodule was disassembled in order to improve the high-voltage stability of292

the read-out chambers (see Section 7.3).293

2.4 Material budget294

A precise knowledge of the material budget of the detector is important to obtain a precise description295

of the detector in the Monte Carlo simulations, which are used, e.g. to compute the track reconstruction296

efficiencies.297

The TRD geometry, as implemented in the simulation part of AliRoot, consists of the read-out chambers,298

the services, and the supermodule frame. All these parts are placed inside the space frame volume. The299

material of a read-out chamber is obtained including several material components. A general overview300

of the various components is given in Table 2.301

The material budget in the simulation was adjusted to match the estimate based on measurements during302

the construction phase of the final detector. The supermodule frames consist of the aluminium sheets on303

the sides, top, and bottom of a supermodule together with the traversing support structures, such as the304

LV power bus bars and cooling arteries. Additional electronics equipment is represented by aluminium305

boxes that contain the corresponding copper layers to mimic the present material. The services are also306

introduced, including, e.g. the gas distribution boxes, cooling pipes, power and read-out cables, and307
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Fig. 9: The radiation length map in units of X/X0 in a zoomed-in part of the active detector area as a function
of the pseudorapidity and the azimuthal angle, calculated from the geometry in AliRoot (the colour scale has a
suppressed zero). The positions of the MCMs and the cooling pipes are visible as hot spots. The radiation length
was calculated for particles originating from the collision vertex. Therefore the cooling pipes of the six layers
overlap for small, but not large η .

Description X/X0 (%)
Radiator 0.69
Chamber gas and amplification region 0.21
Pad plane 0.77
Electronics (incl. honeycomb structure) 1.18
Total 2.85

Table 2: Parts of one read-out chamber, radiator, electronics, and their average contribution to the radiation length
in the active area for particles with normal incidence.

power connection panels.308

Figure 9 shows the resulting radiation length map, quantified in units of radiation length (X/X0), in a309

zoomed-in part of the active detector area. It is clearly visible that the Multi-Chip Modules (MCM)s on310

the read-out boards (see Section 5) and the cooling pipes introduce hot spots in X/X0. After averaging311

over the shown area, the mean value is found to be 〈X/X0〉= 24.7% for a supermodule with aluminium312

profiles and sheets and 30 read-out chambers (6 chambers per stack with the material budget as indicated313

in Table 2). The reduced material budget of the supermodules in front of the PHOS detector (carbon314

fibre inserts instead of aluminium sheets and no read-out chambers in stack 2) is likewise modelled in315

the simulation. In regions directly in front of PHOS 〈X/X0〉 is only 1.9%.316

The total weight of a single fully equipped TRD supermodule as described in the AliRoot geometry,317

including all services, is 1595 kg, which is about 3.3% less than its real weight. This discrepancy can318

be attributed to material of service components, such as the gas manifold (see Section 3.3) and the patch319

panel, outside the active area, which were not introduced in the AliRoot geometry.320

3 Gas321

At atmospheric pressure, a total of 27 m3 of a xenon-based gas mixture must be circulated through the322

TRD detector. This expensive gas cannot be flushed through, but rather has to be re-circulated in a closed323

loop by using a compressor and independent pressure and flow regulation systems. The gas system of324
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Fig. 10: Absorption length of X-rays in noble gases in the relevant energy range of TR production.

the TRD follows a pattern in construction, modularisation, control, and supervision which is common325

to all LHC gaseous detectors, with emphasis on the regulation of a very small overpressure on the read-326

out chambers and on the minimisation of leaks. The basic modules such as mixer, purification, pump,327

exhaust, analysis, etc., are based on a set of equal templates applied to the hardware and the software.328

A Programmable Logic Controller (PLC) controls each system and the user interacts with it through a329

supervision panel. Upon a global command, the PLC executes a sequence that configures all elements of330

the gas system for a given operation mode and continuously regulates the active elements of the system.331

In this manner the modules and operational conditions can be customised to the specific requirements332

of each detector, from the control of the stability of the overpressure in the detectors, the circulation333

flow, and the gas purification, recuperation and distillation, to the monitoring of the gas composition and334

quality (Xe-CO2 (85-15), and as little O2, H2O and N2 as possible).335

3.1 Gas choice336

As well as being an array of tracking drift chambers, the TRD is an electron identification device,337

achieved through the detection of TR photons. In order to efficiently absorb these several keV pho-338

tons, a high Z gas is necessary. Figure 10 shows, for three noble gases, the absorption length of photons339

of energies in the range of typical TR production. At around 10 keV the absorption length in Xe is less340

than a cm, whereas for Kr it is several cm. This argues for the choice of Xe as noble gas for the operating341

mixture. CO2 is selected as the quenching gas, since hydrocarbons are excluded for flammability and342

ageing reasons. The choice of the exact composition is in this case rather flexible, since the design of the343

wire chambers leaves enough freedom in the choice of the drift field and anode potential. The best com-344

promise for the CO2 concentration corresponds to the mixture Xe-CO2 (85-15), which ensures a very345

good efficiency of TR photon absorption by Xe and provides stability against discharges to the detector.346

Furthermore, this mixture exhibits a nice stability of the drift velocity, at the nominal drift field, also347

with the inevitable contamination of small amounts of N2 that accumulates in the gas through leaks (see348

Section 3.2). The drift velocity of the Xe-CO2 (85-15) mixture, pure and with substantial admixtures349

of N2, as a function of the drift field, is shown in Fig. 11 (left). The drift velocity does not depend on350

the N2 contamination at the nominal drift field of 700 V/cm. On the other hand, as illustrated in Fig. 11351

(right), the anode voltage would need a 50 V readjustment to keep the gain constant when increasing352

the concentration of N2 by 10% in the mixture. It should be noted that intakes of less than 5% N2353

are typically observed in one year of operation. After 2–3 years of operation, the N2 is cryogenically354

separated from the Xe (see Section 3.3.9).355
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Fig. 11: Left: Drift velocity as a function of the drift field for the nominal gas mixture Xe-CO2 and different
admixtures of N2. Right: Gain as a function of the anode voltage for the same gas mixtures.

The operation of the chambers in a magnetic field of 0.5 T, perpendicular to the electric drift field356

(700 V/cm), forces the drifting electrons on a trajectory, which is inclined with respect to the electric357

field. The so-called Lorentz angle is about 9◦ for this gas mixture (see Section 10).358

For commissioning purposes, where TR detection is not necessary, the read-out chambers are flushed359

with Ar-CO2 (82-18), which is available in a premixed form at low cost.360

3.2 Requirements and specifications361

The TRD consists of read-out chambers with an area of about 1 m2 which are built with low material362

budget. This poses a severe restriction on the maximum overpressure that the detector can hold. There-363

fore, while in operation, the pressure of each supermodule is regulated by the gas system to a fraction364

of a mbar above atmospheric pressure and the safety bubblers, installed close to the supermodules, are365

adjusted to release gas at about 1.3 mbar overpressure. The detector can hold an overpressure in excess366

of 5 mbar.367

Another tight constraint arises from the highly disadvantageous surface-to-volume ratio of the detector,368

which enhances the challenge of keeping the gas losses through leaks to a minimum. Cost considerations369

drive the criterion for the maximum allowable leak rate of the system: a reasonable target is to lose less370

than 10% of the total gas volume through leaks in one year. This translates into a total leak conductance371

of 1 ml/h per supermodule at 0.1 mbar overpressure. As a result, unlike in other gas systems, gas is not372

continuously vented out to the atmosphere. Furthermore, the filling and emptying of the system must be373

performed with marginal losses of xenon. Adequate gas separation and cryogenic distillation techniques374

are therefore implemented. Furthermore, any pulse-height measuring detector must be operated with a375

gas free of electronegative substances, such as O2, which is continuously removed from the gas stream.376

Precautions are taken by chromatographic analyses of both the supply xenon and of the air inside the377

volume of the solenoid magnet to avoid any SF6 contamination of the gas through gas supply cylinders378

or from neighbouring detectors.379

3.3 Description of the gas system380

The TRD gas system follows the general architecture of all closed loop systems of the LHC detectors,381

but is customised to meet the requirements specified above. The various modules of the gas system are382
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Fig. 12: Schematic view of the TRD gas system. The gas circulates in a closed loop pushed by a compressor. The
flow for each supermodule is determined by the pressure set at individual pressure reducers in the inlet distribution
modules. The overpressure is regulated with individual pneumatic valves at the return modules. The gas is purified
at the surface and, when needed, supply gas is mixed and added to the loop. For the filling and the removing of
the expensive xenon, semipermeable membranes are used to separate it from the CO2. The recovered xenon can
be treated in a cryogenic plant in order to remove accumulated N2, prior to storage.

distributed, as shown schematically in Fig. 12, on the surface, in a location halfway down the cavern383

shaft, and in the cavern. The gas is circulated by compressors that suck the gas from the detector and384

compresses it to a high pressure value. This pumping action is regulated to keep the desired overpressure385

at the detector. In the high-pressure part of the system, at the surface, gas purification, mixing, and other386

operations are carried out. On its way to the cavern, the gas is distributed to individual supermodules387

using pressure regulators. The gas circulates through the detector and at the outlet of each sector a gas388

manifold is used to return the gas through a single line and to hold the pressure regulation hardware.389

Halfway to the surface, a set of pneumatic valves is used to regulate the flow from each supermodule in390

order to keep the desired overpressure. The gas is then compressed into a high pressure buffer prior to391

circulation back to the surface.392

3.3.1 Distribution393

Xenon is a heavy gas; its standard condition density at ambient conditions is 5.76 kg/m3, 4.7 times that394

of air. This means that over the 7 m height-span of the TRD in the experiment, the total hydrostatic395

pressure difference between the top and the bottom supermodules would be about 2.8 mbar. In order396

to overcome this, gas is circulated separately through each supermodule (except the top three and the397

bottom three, which are installed at similar heights) and the pressure is thus individually regulated to398

equal values everywhere. In addition, due to the different heights of the supermodules, the gas, supplied399

from the surface, would flow unevenly through the different supermodules, the lower ones being favoured400

over the higher ones. This second inconvenience is overcome by supplying the gas to each supermodule401

from the distribution area (half way down the cavern shaft) through 4 mm thin lines over a length of402

about 100 m. The pressure drop of the circulating gas in these lines, of several tens of mbar, is much403

larger than the difference in hydrostatic pressure between supermodules, and therefore nearly equal flow,404

at equal overpressure, is assured in all supermodules.405

The six layers of the supermodules are supplied from one side (A-side) with three inlet lines, each406
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of them serving two consecutive layers. Small bypass bellows connect two consecutive layers on the407

opposite side. In the A-side, a manifold arrangement is used to connect the gas outlets and a common408

safety bubbler, pressure sensors and back-up gas. The return outlets in each supermodule are connected409

together into one line which returns to the pump module. The three top and three bottom supermodules410

are connected to one single return line each. This arrangement results into 14 independently regulated411

circulation loops. Each supermodule has its own two-way bubbler, which provides the ultimate safety412

against over- or underpressure.413

3.3.2 Pump414

In the distribution area, the flow through each return line is regulated by a pneumatic valve per loop415

driven by the pressure sensors located at the detector. In this area, the gas is kept at a pressure slightly416

below atmospheric pressure, and it is stored in a 0.8 m3 buffer container before it is compressed by two417

pumps which operate at a constant frequency. The compressor module drives a bypass valve in order to418

maintain a calculated pressure set point at its inlet. In this manner, a dual regulation concept is used to419

handle the 14 loops. The role of the inlet buffer is to act as a damper of possible regulation oscillations.420

This pressure regulation system keeps the overpressure in the supermodule stable at 0.1 mbar above421

atmospheric pressure (set point) within 0.03 mbar.422

A 0.93 m3 high pressure buffer at the compressor outlet is used as a storage volume. Its content varies423

according to the atmospheric pressure, either by providing gas to the detectors, or by receiving it from424

them. The overpressure in this buffer typically ranges between 0.8 and 2 bar. Knowledge of all the425

system volumes allows the pressure in the buffer to be predicted for any atmospheric pressure value. Gas426

leaks ultimately result in a reduction of this pressure, in that case the dynamic regulation of the high427

pressure triggers the injection of fresh gas from the mixer until the high pressure is restored. From this428

buffer, the pressurised gas is circulated up to the gas building at the surface.429

3.3.3 Purifier430

The purifier module consists of two 3 litre cartridges each filled with a copper catalyser which is efficient431

in chemically removing oxygen by oxidising the copper, and mechanically removing water by absorption.432

Upon saturation, the PLC switches between cartridges at the pre-defined frequency, and launches an433

automatic regeneration cycle where CuO2 is reduced at high temperatures with a flow of H2 diluted in434

argon. As the detector is rather gas tight, the O2 intake through leaks is moderate, and the purifier keeps435

it between 0 and 3 ppm. However, H2O diffusion, probably through the aluminised Mylar foil which436

constitutes the drift electrode of every read-out chamber, makes it necessary to switch between purifiers437

about every 3.5 days, in order to keep the H2O content below a few hundred ppm.438

3.3.4 Recirculation439

The surface module is used to recirculate the gas at high enough pressure to the distribution modules in440

the cavern shaft area. It also contains provisions for extracting gas samples for analysis, and a bypass loop441

to allow for the installation of containers such as a krypton source for gain calibration (see Section 10).442

3.3.5 Mixer443

Under normal operation and since the gas is only exhausted through leaks, gas injection into the system444

happens only if the pressure in the high pressure buffer falls below a dynamic threshold, as explained445

above. On such occasions, the mixer is activated and injects the nominal gas mixture at a rate of a few446

tens of l/h until the high pressure buffer is replenished. The amount of gas injected by the mixer during447

a given period provides a direct measurement of the leak rate.448

In addition, a second set of mass flow controllers provides flows in the m3/h range and is used for filling449

and emptying the detector.450
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3.3.6 Backup system451

When the gas system is in stop mode, e.g. when there is a power failure, the safety bubbler installed452

on each supermodule ensures that the detector pressure always remains within about ±1.3 mbar relative453

to atmospheric pressure. In order to avoid that air, i.e. oxygen, enters the detector, the external side454

of the bubbler is connected to a continuous flow of neutral gas, in this case N2, that flows through the455

bubbler in case of a large detector underpressure. The choice of N2 is driven by the small influence on456

the gas properties that this admixture has (see Fig. 11). The full TRD is served by three independent457

backup lines, each with connections to six supermodule bubblers, and arranged such that the flow points458

downwards. In this way, if the xenon mixture is exhausted through the bubblers, it falls down the back-459

up line, relieving its high hydrostatic pressure. A differential pressure transmitter measures the pressure460

difference between the detector and the backup gas.461

3.3.7 Analysis462

The control of the gas quality is perhaps the most demanding aspect of running detectors where both463

signal amplitude and drift time information are important. This control is even more crucial for the464

ALICE TRD, where accurate and uniform drift velocity and gain values are needed for triggers based465

on online tracking and particle identification. Thus, in addition to effective tightness of the system466

and continuous removal of O2 and H2O, constant monitoring of the gas composition and in particular467

of the N2 is necessary. Although for a large volume system such as that of the TRD the changes in468

composition are obviously slow, the precision and stability requirement of the measuring instruments469

are quite challenging. Furthermore, constantly measuring analysers, such as O2, H2O and CO2 sensors,470

must be installed in the gas loop, since xenon must not be exhausted. Therefore they must be free of471

outgassing of contaminants into the gas.472

The analysis module samples the return gas from individual supermodules in a bypass mode, before it473

is compressed. For this, a fraction of the gas is pushed through the analysis chain by a small pump, and474

returned to the loop at the compressor inlet. Usually, the PLC is programmed to continuously sample475

one supermodule after the other, for about 10 minutes each.476

An external gas chromatograph is used to periodically measure the gas composition. This device is not477

in the gas loop; rather, the gas is exhausted while purging and sampling a small stream for a few seconds478

every few hours.479

3.3.8 Membranes480

One system volume of xenon is injected for operation and, typically every two or three years, removed481

for cleaning and storage. This means that it must be possible to separate CO2 from Xe. This separation482

is achieved with a set of two semipermeable membrane cartridges. Each cartridge consists of a bundle483

of capillary polyimide tubes through which the mixture flows. The bundle is in turn enclosed in the484

cartridge case. While the CO2 permeates through the polyimide walls, most of the xenon is contained485

and continues to flow into the loop. The permeating gas can be circulated through the second membrane486

cartridge to further separate and recover most of the Xe.487

During the filling, the detector is first flushed with CO2 and then, in closed-loop circulation, the xenon is488

injected as the CO2 is removed through the membranes. The reverse process is used for the recuperation489

of the xenon into a cryogenic plant.490

3.3.9 Recuperation491

N2 inevitably builds up in the gas through small leaks and cannot be removed by the purifier cartridges.492

Therefore, after each long period (2–3 years) of operation, the N2 is cryogenically separated from the Xe.493
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A cryogenic buffer is filled with xenon after separating it from CO2. At the same time, CO2 is injected494

into the gas system in order to replace the removed gas.495

The cryogenically isolated buffer is surrounded by a serpentine pipe with a regulated flow of liquid496

nitrogen (LN2) in order to keep its temperature at −170 ◦C, just above the N2 boiling point (−195.8 ◦C).497

At this temperature Xe (and CO2) freezes whereas N2 stays in the gaseous phase. Once the buffer is full,498

the stored gas is pumped away. After this, the buffer is heated up in a regulated way, and the evaporating499

Xe is compressed into normal gas cylinders. The resulting Xe has typically a N2 contamination of <1%,500

and the total Xe loss (due to the efficiency of the membranes and the cryogenic recovery process) is about501

1 m3 for a full recovery operation.502

3.4 Operational challenges503

The gas system has been operating reliably over several years in several modes, but mainly in so-called504

run mode. Aside from minor incidents, a number of important leaks have been dealt with, which deserve505

a brief description.506

3.4.1 Viscous leaks507

As part of the standard quality assurance procedure, a leak test was performed on each chamber prior to508

installation in the supermodule. The leak test consisted of flushing the chamber with gas and measuring509

the O2 contamination at the exhaust, where the overpressure was typically about 1 mbar. It was found,510

however, that a supermodule would lose gas even if the O2 content was very low. The reason turned511

out to be the particular construction of the pad planes, which are glued to a reinforcement honeycomb512

panel with a carbon fibre sheet. Viscous leaks would develop between the glued surfaces and gas would513

find its way out through the cut-outs for the signal connections machined in the honeycomb sandwich.514

The impedance of this kind of leak is large enough that gas can escape the detector with no intake of515

air through back-diffusion. The concerned read-out chambers were then extracted and repaired, and516

the leak tests on subsequent chambers were modified such that the O2 was measured both at over- and517

underpressure in the read-out chamber, resulting in a tight system.518

3.4.2 Argon contamination519

At one point, the routine gas analysis with the gas chromatograph showed increasing levels of Ar in the520

Xe-CO2 mixture. This elusive leak came from a faulty pressure regulator which was pressurised with521

argon on the atmospheric side. Occasionally, depending on the pressure, the membrane of the regulator522

would leak and let Ar enter the gas volume. A total of 1% Ar accumulated in the mixture and was523

removed by cryogenic distillation, together with N2.524

3.4.3 Leak in pipe525

The last major leak in the system was detected when suddenly the pressure at the high pressure buffer526

started to steadily decrease. Any leak of the system would appear, while running, as a decrease in the527

high pressure buffer, because the system always ensures the right overpressure at the read-out chambers.528

By stopping the system and isolating all of its modules, it was found that the source of the leak was a529

long, stainless steel pipe which connected the compressor module, half way down the cavern shaft, to530

the surface, where the gas, still at high pressure, is cleaned and recirculated. It was not possible to find531

the exact location of the leak. This was solved by replacing the pipe by a spare.532

4 Services533

The supermodules installed in the space frame require service infrastructure for their operation. To534

reduce the weight, the connections (low and high voltage, cooling, gas, read-out, and control lines) are535
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Channel Unom(V) Ityp(A)

3 x Analogue 1.8 V 2.5 125
3 x Analogue 3.3 V 4.0 107
3 x Digital 1.8 V 2.5 95–150
Digital 3.3 V 4.0 110
DCS boards 4.0 2 × 30

Table 3: Number of low voltage channels, nominal voltages and typical currents for the electronics on the chamber-
mounted read-out boards of one supermodule. The current for the TRAP cores (digital 1.8 V) increases with the
trigger rates. The current for the DCS boards is 2 × 30 A for two adjacent sectors.

routed via dedicated frames on the A- and C-side, respectively. Both frames are 2 m extensions of the536

space frame with similar geometry, but mechanically independent except for the flexible services. Most537

of the equipment, such as the low-voltage power supplies, is placed in the cavern underground and thus538

inaccessible during beam operation. Some devices are situated in counting rooms in the cavern shaft,539

which are supervised radiation areas but accessible.540

4.1 Low voltage541

The low voltage system supplies power to various components of the TRD. The largest consumer is542

the Front-End Electronics (FEE), i.e. the electronics of the Read-Out Boards (ROB) mounted on the543

chamber (see Section 5). To minimise noise, separate (floating) voltage rails are used for analogue and544

digital components. The power supply channels for analogue 1.8 V, analogue 3.3 V, and digital 1.8 V545

are grouped such that one power supply channel supplies two layers of a supermodule. For the digital546

3.3 V there is one channel per supermodule. For each supermodule, this results in the supply channels547

listed in Table 3. The DCS boards (see Section 4.4) are powered by a power distribution box (PDB), two548

of which (in two adjacent supermodules) are supplied by a dedicated channel. The PDBs are controlled549

by Power Control Units (PCU) over a redundant serial interface.550

Because of the high currents, the intrinsic resistances of the cables and connections are critical and are551

constantly monitored by measuring the voltage drop between the power supply unit (terminal voltage)552

and the patch panel at each supermodule (sense voltage). Typical values are 6–8 mΩ, depending on the553

cable length. In addition, the voltages at the end of each power bus bar are monitored.554

The Global Tracking Unit (GTU) (see Section 5.3) uses additional power supplies which are shared with555

the PCUs. The pretrigger system (see Section 5.1) is powered by separate power supplies, laid out in a556

fail-safe redundant architecture.557

Different customizations of the Wiener PL512 power supply units are used. The power supplies feeding558

the FEE are connected to a PLC-based interlock based on the status of the cooling. Power is automatically559

cut in case of a cooling failure.560

During the RUN 1 operation, several low-voltage connections on the supermodules showed increased561

resistivity resulting in excessive heat dissipation, which in some cases required to switch off part of the562

detector until the problem could be fixed during an access. Later, during LS 1, the affected supermodules563

were pulled out of the experiment and the connections were reworked in the cavern. The supermodules564

were re-inserted and re-commissioned immediately after the rework. The complete procedure took about565

one day per supermodule.566

4.2 Cooling567

The complexity of the cooling system, whose cooling medium is deionised water, is driven by the large568

amount of heat sources (more than 100000) distributed over the complete active area of the detector. Heat569

is produced by the MCMs and the Voltage Regulators (VR) on the read-out boards, the DCS boards, and570

the power bars. The total heat dissipation in a supermodule amounts to about 3.3 kW, of which about571
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2.6 kW are produced in the FEE, the remaining 700 W originate from the voltage regulators and the bus572

bars. The DCS boards contribute with about 130 W per supermodule. Overall, the rate of heat to be573

carried away during detector operation amounts to 55 kW and 70 kW in Pb–Pb and pp collisions, respec-574

tively, due to different read-out rates. Apart from the power bus bars, the heat sources are positioned on575

top of the read-out boards.576

In the cooling system the pressure is kept below atmospheric pressure. Thus a leak leads to air entering577

in the system but no water is spilled onto the detector. The cooling plant [67] consists of a 1500 l storage578

tank positioned at the lowest point outside the solenoid magnet, which is able to contain all the water of579

the installation, the circulation pump, the 18 individual circuits that supply cooling water to the 6 layers of580

each supermodule, and the heat exchanger connected to the CERN chilled water network. The reservoir581

is kept at 300–350 mbar below atmospheric pressure by means of a vacuum pump that also removes582

any air collected through small leaks. In addition, the pressure of the circulation pump (1.8 bar) and the583

diameter of all pipes are chosen such that a sub-atmospheric pressure is maintained in all places of the584

detector, despite a difference in height of about 7 m between the lowest and the highest supermodule.585

Each circuit is equipped with individual heaters and balancing valves in order to control the temperature586

and the flow in each loop separately. The heaters are regulated by a proportional-integral-derivative587

controller. A temperature stability in the cooling water of ±0.2 ◦C is achieved. The typical water flow588

is about 1300 l/h per supermodule. To avoid corrosion a fraction of the total water flow is passed by a589

deioniser to keep the water conductivity low. As the water is in contact with similar materials (stainless590

steel and aluminium), the TRD cooling system also supplies the water to the cooling panels of the thermal591

screening between TPC and TRD [31].592

The loop regulations and cooling plant control is done by a PLC. Warnings and alarms are issued by593

the PLC if the parameters are outside the allowed intervals and read out by the Detector Control System594

(see Section 6). Two independent security levels were implemented in each loop. The first continuously595

monitors the pressure of each loop and stops the water circulation of the cooling plant if any value reaches596

atmospheric pressure. Secondly, large safety valves were installed at the entrance to each supermodule.597

They will open in case an overpressure of 50 mbar is reached, providing a low resistance path for the598

water evacuation in case of emergency.599

The cold water is supplied in the lowest point of each supermodule and the warm water is collected on600

the highest point in order to have more homogeneous water flow in all pipes. A water manifold at one601

end-cap of the supermodule distributes the water in parallel to the 6 layers inside each supermodule, and602

on the opposite side a similar manifold collects the warm water. In each layer, two rectangular pipes603

along the z-direction (65 × 8 × 7500 mm) supply (collect) water to (from) the meanders, 76 individual604

cylindrical aluminium pipes (3 mm in diameter) running across the y-direction where the heat sources605

are. A total of 17 meander types were designed for the system. To bring the water from the rectangular606

pipes to the individual meanders, the rectangular pipe has small stainless steel pipes (3 mm diameter and607

5 cm length) soldered at the proper position for each MCM row. A Viton tube of about 2 cm length is608

used to connect the small stainless steel pipes and the meanders as well as for the connections between609

the two meanders (one per ROB) in y-direction. A total of about 25000 Viton tube connectors were used610

in the system. This kind of connector was previously used in the CERES/NA45 leakless cooling system611

[68] because of its low price and reliability.612

The cooling pad mounted on top of the heat source consists of an 0.4 mm thick aluminium plate. The613

meander is glued on top of the pad by aluminium-filled epoxy (aluminium powder: Araldite R© 130:100614

by weight) to increase the thermal conductivity. In order to maximise the heat transfer, the longest615

possible path was chosen. The choice of aluminium was driven by the necessity of keeping the material616

budget as low as possible in the active area of the detector.617
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4.3 High voltage618

The high voltage distribution for the drift field and the anode-wire plane is made separately for each619

chamber, reducing the affected area to one chamber in case of failure. The power supplies for the620

drift channels and anode-wires were purchased from ISEG [69] (variants of the model EDS 20025).621

Each module has 32 channels, which are grouped in independent 16-channel boards. Each channel is622

independently controllable in terms of the voltage setting and current limit as well as monitoring of623

current and voltage. Eight modules are placed into each crate and remotely controlled via CANbus624

(Controller Area Network) from DCS (see Section 6). The HV crates are placed in one of the counting625

rooms in the cavern shaft, which allows access even during beam operation.626

For each of the 30 read-out chambers in a supermodule one power supply is needed for the drift field627

and one for the anode-wire plane. A multiwire HV cable connects the 32 channel HV module with628

a 30 channel HV fanout box (patch box) located at one end of the supermodule, where the output is629

redistributed to single wire HV cables (see Section 2.3). The individual HV cables are then connected to630

a HV filter box, mounted along the side of the read-out chamber. The HV filter box supplies the HV to631

the 6 anode segments and the drift cathode of the read-out chamber, and in addition it allows connection632

of the HV ground to the chamber ground. It consists of a network of a resistor and capacitors (2.2 nF and633

4.7 nF) to suppress load-induced fluctuations of the voltages in the chamber.634

The HV crates are equipped with an Uninterruptible Power Supply (UPS) and a battery to bridge short635

term power failures. In case of a longer power failure (> 10 s) a controlled ramp-down is initiated, i.e.636

the HV of the individual drift and anode-wire channels is slowly ramped down. Details on maximum637

applied voltages, channel equalisation, ramp speed as well as high-voltage instability observed during638

data taking are discussed in Sections 6 and 7.3.639

4.4 Slow control network640

The slow control of the TRD is based on Detector Control Systemboards [70]. They communicate641

with the DCS (see Section 6) by a 10 Mbit/s Ethernet interface, mostly using Distributed Information642

Management (DIM) as protocol for information exchange. The use of Ethernet allows the use of standard643

network equipment, but a dedicated network restricted to the ALICE site is used. The DCS boards are644

used as end points for the DCS to interact with subsystems of the detector. Later sections will discuss645

how the DCS boards are used as interface to the various components, e.g. the front-end electronics or the646

GTU.647

The DCS boards were specifically designed for the control of the detector components and are used648

by several detectors in ALICE. At the core, the board hosts an Altera Excalibur EPXA1 (ARMv4 core649

+ FPGA), which hosts a Linux operating system on the processor and user logic in the FPGA fabric650

depending on the specific usage of the board. The DCS board also contains the Trigger and Timing651

Control receiver (TTCrx) for clock recovery and trigger reception. The Ethernet interface is implemented652

with a hardware PHY (physical layer) and a soft-Media Access Controller (MAC) in the FPGA fabric.653

In case of the boards mounted on the detector chambers, the FPGA also contains the Slow Control Serial654

Network (SCSN) master used to configure the front-end electronics. Further general purpose I/O lines655

are, e.g. used for JTAG and I2C communication.656

Since the Ethernet connections are used for configuration and monitoring of the detector components,657

reliable operation is crucial. All DCS boards are connected to standard Ethernet switches installed in the658

experimental cavern outside of the solenoid magnet. Because of the stray magnetic field and the special659

Ethernet interface of the DCS board (no inductive coupling), there are limitations on the usable switches.660

Since the failure of an individual switch would result in the loss of connectivity to a large number of DCS661

boards, a custom-designed Ethernet multiplexer was installed in front of the switches in the second half662

of RUN 1. This allows the connection of each DCS board to be remotely switched between two different663
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Fig. 13: Detector structures and corresponding read-out stages [71]. The top row of the figure represents the
detector and the bottom row the GTU components. The dimensions are not to scale.

switches with separate uplinks to the DCS network. The multiplexers themselves are implemented with664

fully redundant power supplies and control interfaces.665

5 Read-out666

The read-out chain transfers both raw data and condensed information for the level-1 trigger. While the667

former requires sufficient bandwidth to minimise dead time, the latter depends on a low latency, i.e. a668

short delay of the transmission. The data from the detector are processed in a highly parallelised read-out669

tree. Figure 13 provides an overview and relates entities of the read-out system to detector components.670

In the detector-mounted front-end electronics, the data are processed in Multi-Chip Modules grouped on671

Read-Out Boards (ROB) and eventually merged per half-chamber. Then, they are transmitted optically672

to the Track Matching Units (TMU) as the first stage of the Global Tracking Unit (GTU). The data from673

all stacks of a supermodule are combined on the SuperModule Unit (SMU) and eventually sent to the674

Data AcQuisition system (DAQ) through one Detector Data Link (DDL) per supermodule.675

The read-out of the detector is controlled by trigger signals distributed to both the FEE and the GTU. The676

ALICE trigger system is based on three hardware-level triggers (level-0, 1, 2) and a High Level Trigger677

(HLT) [72] implemented as a computing farm. In addition to these levels, the FEE requires a dedicated678

wake-up signal as described in the next subsection.679

5.1 Pretrigger and LM system680

Both FEE and GTU must receive clock and trigger signals, which are provided by the Central Trigger681

Processor (CTP) [73] using the Trigger and Timing Control (TTC) protocol over optical fibres. While682

the GTU only needs the level-0/1/2 and is directly connected to the CTP, the FEE requires a more com-683

plicated setup. To reduce power consumption, it remains in a sleep mode when idle and requires a fast684

wake-up signal before the reception of a level-0 trigger to start the processing. During RUN 1, an in-685

termediate pretrigger system was installed within the solenoid magnet [74, 75]. Besides passing on the686

clock and triggers received from the CTP, it generated the wake-up signal from copies of the analogue687

V0 and T0 signals (reproducing the level-0 condition) and distributed it to the front-end electronics. In688

addition, the signals from TOF were used to generate a pretrigger and level-0 trigger on cosmic rays.689

Because of limitations of this setup, the latencies of the contributing trigger detectors at the CTP were690

reduced for RUN 2 (also by relocating the respective detector electronics) such that the functionality of691

the pretrigger system could be integrated into the CTP. The latter now issues an LM (level minus 1)692

trigger for the TRD before the level-0 trigger. An interface unit (LTU-T) was developed for protocol693

conversion [76] in order to meet the requirements of the TRD front-end electronics. A comparison of694

the two designs is shown in Fig. 14. The new system has been used since the beginning of collision data695

taking in RUN 2.696
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Fig. 14: In RUN 1, the wake-up signal required for the front-end electronics was generated by a dedicated pretrigger
system. In RUN 2, the functionality was implemented in the central trigger processor and the LTU-T serves as an
interface to the TRD FEE.
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5.2 Front-end electronics697

The FEE is mounted on the back-side of the read-out chamber. It consists of MCMs which are connected698

to the pads of the cathode plane with flexible flat cables. An MCM comprises two ASICs, a PASA and a699

TRAP, which feature a large number of configuration settings to adapt to changing operating conditions.700

The signals from 18 pads are connected to the charge-sensitive inputs of the PASA on one MCM. An701

overview of the connections is shown in Fig. 15.702

The very small charges induced on the read-out pads (typically 7 µA during 1 ns) are not amenable to703

direct signal processing. Therefore, the signal is first integrated and amplified by a Charge Sensitive704

Amplifier (CSA). Its output is a voltage signal with an amplitude proportional to the total charge. The705

CSA has a relatively long decay time, which makes it vulnerable to pile-up. A differentiator stage re-706

moves the low frequency part of the pulse. The exponential decay of the CSA feedback network, in707

combination with the differentiator network, leads to an undershoot at the shaper output with the same708

time constant as the CSA feedback network. A Pole-Zero network is used to suppress the undershoot.709

A shaper network is required to limit the bandwidth of the output signal and avoid aliasing in the subse-710

quent digitisation process. At the same time the overall signal-to-noise ratio must be optimised. These711
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Parameter Value
PASA gain 12 mV/fC
PASA power 15 mW/channel
PASA pulse width (FWHM) 116 ns
PASA noise (equivalent charge) 1000 e
TRAP power 12.5 mW/channel
TRAP ADC depth 10 bit
TRAP sampling frequency 10 MHz

Table 4: Achieved PASA and TRAP characteristics.

objectives are achieved by a semi-Gaussian shaper, implemented with two low-pass filter stages. Each712

stage consists of two second-order bridged-T filters connected in cascade. The second shaper consists of713

a fully differential amplifier with a folded cascode configuration and a common-mode feedback circuit.714

This circuit network was implemented to prevent the output of the fully differential amplifier from drift-715

ing to either of the two supply voltages. It establishes a stable common-mode voltage. The last stage in716

the chain comprises a pseudo-differential amplifier with a gain of 2. This stage adapts the DC voltage717

level of the PASA output to the input DC-level of the TRAP ADC [77].718

The differential PASA outputs are fed into the ADCs of the TRAP, the second ASIC on the same MCM.719

The PASA and TRAP parameters are listed in Table 4. The TRAP is a custom-designed digital chip720

produced in the UMC 0.18 µm process. The TRAP comprises cycling 10-bit ADCs for 21 channels, a721

digital filter chain, a hardware preprocessor, four two-stage pipelined CPUs with individual single-port,722

Hamming-protected instruction memories (IMEM, 4k x 24 bit), about 400 configuration registers usable723

by the hardware components, a quad-port Hamming-protected data memory (DMEM, 1k x 32 bit), and724

an arbitrated Hamming-protected data bank (DBANK, 256 x 32 bit) [78]. Three excess ADC channels725

are fed with the amplified analogue signal from the two adjacent MCMs to avoid tracking inefficiencies726

at the MCM boundaries. The signals of all 21 channels are sampled and processed in time bins of 100 ns.727

The number of time bins to be read out, can be configured in the FEE. At the beginning of RUN 1 24 time728

bins were conservatively read out. At a later stage the number of time bins was reduced to 22 in order to729

reduce the readout time and the data volume.730

The first step in the TRAP is the digitisation of the incoming analogue signals. In order to avoid rounding731

effects, the ADC outputs are extended by two binary digits and fed into the digital filter chain. First, the732

pedestal of the signal is equilibrated to a configurable value. Then, a gain filter is used to correct for733

local variations of the gain, arising either from detector imperfections or the electronics themselves. A734

tail cancellation filter can be used to suppress the ion tails. The filtered data are fed into a pre-processor735

which contains hardware units for the cluster finding. The four CPUs (MIMD architecture) are used for736

the further processing. The local tracking procedure is discussed in detail in Section 12.1.737

The MCMs are mounted on the ROB. On each board, 16 chips are used to sample and process the738

detector signals. A full detector chamber is covered by 8 ROBs (6 for chambers in stack 2). The read-out739

is organised in a multi-level tree. First, the data from four chips are collected by so-called column merger740

chips. The latter, in addition to processing the data from their own inputs, receive the data from three741

more MCMs. The data are merged and forwarded to the board merger, which combines the data from all742

chips of one ROB. One ROB per half-chamber carries an additional MCM which acts as half-chamber743

merger (without processing data of its own). It forwards the data to the Optical Read-out Interface (ORI)744

from where it is transmitted through an optical link (DDL) to the GTU. The link is operated at 2.5 Gbit/s745

and is implemented for uni-directional transmission without handshaking, i.e. the receiving side must746

be able to handle the incoming data for a complete event as it arrives. As the FEE does not provide747

multi-event buffering, the detector is busy until the transmission from the FEE is finished. The slowest748

half-chamber determines the contribution to the dead time of the full detector.749
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Fig. 16: Simulation of the dead time as function of the read-out rate in Pb–Pb collisions for the effective DDL
bandwidth in RUN 1 (DDL) and RUN 2 (DDL2). The simulation assumes a 5% L1/L0 accept ratio and no L2
rejects. The scenarios central and mix correspond to an event size of 470 kB and 310 kB per supermodule,
respectively, mimicking thus different event multiplicities.

5.3 Global Tracking Unit750

The GTU receives data via 1044 links from the FEE. The aggregate net bandwidth amounts to 261 GB/s.751

The two main tasks of the GTU are the calculation of level-1 trigger contributions from a large number752

of track properties in about 2 µs and the preparation of the event data for read-out. Accordingly, the753

data processing on the GTU features a trigger path, which is optimised for low latency, and a data path,754

which equips the detector with the capability to buffer up to 4 events (multi-event buffering, MEB). The755

derandomisation of the incoming data rate fluctuations with multiple event buffers minimises the read-756

out related dead time. The data transfer from the GTU to the DAQ contributes to the dead time only757

when the read-out rate approaches the rate which saturates the output bandwidth as shown in Fig. 16.758

The GTU consists of three types of FPGA-based processing nodes organised in a three-layer hierarchy759

(see Fig. 17). The central component of all nodes is a Virtex-4 c© FX100 FPGA, supplemented by a760

4 MB source-synchronous DDR-SRAM, 64 MB DDR2-SDRAM and optical transceivers. Depending761

on the type, the nodes are equipped with different optical parts and supplementary modules. 90 TMUs762

and 18 SMUs are organised in 18 segments of 5+1 nodes (corresponding to the 18 sectors). The TMUs763

and SMU of a segment are interconnected using a custom LVDS backplane, which is optimised for high-764

bandwidth transmissions at low latency. A single top-level Trigger Unit (TGU) is connected to the SMUs765

of the individual segments via LVDS transmission lines.766

The data from one stack is received by the corresponding TMU. Each TMU implements the global online767

tracking, which combines pre-processed track segments to tracks traversing the corresponding detector768

stack, as first stage of the trigger processing (see Section 12). The TMUs furthermore implement the769

initial handling and buffering of incoming events as a pipelined data push architecture. Input shaper770

units monitor the structural integrity of the incoming data and potentially restore it to a form that allows771

for stable operation of all downstream entities. Dual-port, dual-clock BRAMs in the FPGA are utilised772

to compactify data of the 12 incoming link data streams to dense, wide lines suitable for storage in the773

SRAM. The SRAM provides buffer space for multiple events and its controller implements the required774

write-over-read prioritisation to ensure that data can be handled at full receiver bandwidth. On the read775

side, a convenient interface is provided to read out or discard stored events in accordance to the control776

signals generated by the segment control on the SMU.777
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Fig. 17: Major design blocks of the TMU and SMU stages of the GTU and data flow. The busy and trigger logic
information are combined on the TGU before transmission to the CTP.

Via its DCS board the SMU receives relayed trigger data issued by the CTP to synchronise the operation778

of the experiment. The trigger sequences are decoded, and converted to suitable control signals and779

time frames to steer the operation of the segment. The segment control on the SMU supports operation780

with multiple, interlaced trigger sequences in order to support the concurrent handling and buffering of781

multiple events. Upon reception of a level-2 trigger, the SMU requests the corresponding event data782

from the event buffers and initiates the building of the event fragment for read-out. The built fragment783

contains, in addition to the data originating from the detector, intermediate and final results from tracking784

and triggering relevant for offline verification, as well as checksums to quickly assess its integrity. The785

SMU implements the read-out interface to the DAQ/HLT with one DDL. The endpoint of the DDL is a786

Source Interface Unit (SIU), which in RUN 1 was a dedicated add-on card mounted on the SMU backside787

that operates at a line rate of 2.125 Gbit/s. The read-out upgrade for RUN 2 integrates the functionality788

of the SIU into the SMU FPGA and employs a previously unused transceiver on the SMU at a line rate789

of 4 Gbit/s. The elimination of the interface between SMU and SIU add-on card, the higher line rate790

as well as data path optimisations resulted in an increase of the effective DDL output bandwidth from791

189 MB/s to 370 MB/s in RUN 2. Figure 16 illustrates the performance improvement for the assumed792

data taking scenarios. With the upgrade the read-out-related dead time can be kept at an acceptable level.793

The almost linear increase at low rates is due to the dead time associated with the L0–L1 interval and the794

FEE-GTU transmission. The typical aggregate output bandwidth for all 18 supermodules is 126 MB/s,795

202 MB/s, and 1260 MB/s in pp, p–Pb, and Pb–Pb collisions (see also Section 7.3).796

The top-level TGU consolidates the status of the segments, which operate independently in terms of797

read-out, as well as the segment-level contributions of the triggers. It constitutes the interface to the CTP,798

to which it communicates the detector busy status and the TRD-global trigger contributes for various799

signatures (see Section 12).800

6 Detector Control System801

The purpose of the DCS is to ensure safe detector conditions, to allow fail-safe, reliable and consis-802

tent monitoring and control of the detector, and to provide calibration data for offline reconstruction. In803

addition it provides detailed information on subsystem conditions and full functionality for expert mon-804

itoring and detector operation. Tools were implemented to reduce the operational complexity and the805

information on detector conditions to a level that allows operators to monitor and handle the detector806

in an intuitive and safe way. The TRD DCS is integrated with the rest of the ALICE detector control807

systems into one system which is operated by one operator.808
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Fig. 18: Overview of the DCS software architecture. The tree structure consists of device units (boxes) and
logical control units (ellipses). The abbreviations PT, DR and AN correspond to the pretrigger, the drift and anode
channels, respectively.

6.1 Architecture809

The hardware architecture of the DCS can be divided into three functional layers. The field layer contains810

the actual hardware to be controlled (power supplies, FEE, etc). The control layer consists of devices811

which collect and process information from the field layer and make it available to the supervisory layer.812

Finally, the devices of the control layer receive and process commands from the supervisory layer and813

distribute them to the field layer.814

The software on the supervisory layer is distributed over 11 server computers. It is based on the commer-815

cial Supervisory Control and Data Acquisition (SCADA) system PVSS II from the company ETM [79],816

now called Symatic WinCC [80]. The implementation uses the CERN JCOP control framework [81],817

shared by all major LHC experiments. This framework provides high flexibility and allows for easy in-818

tegration of separately developed components in combination with dedicated software developed for the819

TRD, including Linux-based processes.820

The software architecture is a tree structure that represents (sub-)systems of the detector and its devices,821

as shown in Fig. 18. The entities at the bottom of the hierarchy represent the devices (device units),822

logical entities are represented by control units. The DCS system monitors and controls 89 low voltage823

(LV) power supplies with more than 200 channels, and 1044 high voltage channels. The system also824

monitors the electronics configuration of more than one million read-out channels, the GTU, and the825

cooling and gas systems.826

6.2 Detector safety827

To ensure the safety of the equipment, nominal operating conditions are maintained by a hierarchical828

structure of alerts and interlocks. Whenever applicable, internal mechanisms of devices (e.g. power829

supply trip) are used to guarantee the highest level of reliability and security. Thresholds and status830

of the interlocks are controlled by the system, but the functioning of the device is independent of the831

communication between hardware and software. The possible range of applied settings (e.g. anode832

channel high voltage) is limited to a nominal range to prevent potential damage due to operator errors.833

In addition, the system employs a three-level alert system, which is used to warn operators and detector834

experts of any unusual detector condition.835
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On the control and supervisory layer, cross system interlocks protect the devices and ensure consistent836

detector operation. These are a few examples:837

– In case of a failure of the cooling plant for the FEE, a PLC-based interlock disables the LV power838

supplies.839

– The temperature of the FEE is monitored at the control and supervisory level and interlocked with840

the PCU to switch off the devices in case of overheating or loss of communication to the SCADA841

system.842

– In case of a single LV channel trip, the corresponding FEE channels are consistently switched off.843

– Unstable LHC beam conditions, e.g. during injection or adjustment of the beam optics, pose a844

potential danger to gas-filled detectors. Therefore the HV settings are adapted to the LHC status845

(see Section 7.2). At injection, the anode voltages are decreased automatically to an intermediate846

level to reduce the chamber gain. Restoring the nominal gain is inhibited until the LHC operators847

declare stable beams via a data interchange protocol.848

6.3 High voltage849

The HV system comprises 36 HV modules in 5 crates. The 1044 HV channels, 1 of each polarity provid-850

ing anode and drift voltage to each chamber, are controlled via a 250 kbit/s CAN bus through a dedicated851

Linux-based DIM server [82]. The published DIM services, commands and remote procedure calls852

(RPC) resemble the logical structure of items used in commercial process control servers: the command853

to change a setting is confirmed by the server via a read back setting. In addition, the actual measured854

value from the device is published. Update rates for different services can be adjusted independently.855

The HV gain and drift velocity are equilibrated for each chamber individually to compensate for small856

differences in the chamber geometry. Changes of environmental conditions (atmospheric pressure and857

temperature) as well as small variations of the gas composition cause changes in gas gain and drift858

velocity. To ensure stable conditions for the level-1 trigger (see Section 12), these dynamic variations are859

compensated by automatic adjustments of the anode and drift voltages which are performed in between860

runs. These and other automatic actions on the HV are described in Section 7.2.861

6.4 Detector operation862

The DCS employs a dedicated Graphical User Interface (GUI) and a Finite State Machine (FSM). The863

FSM allows experts and operators intuitive monitoring and operation of the detector. The FSM hierarchy864

reflects the structure of subsystems and devices shown in Fig. 18. Detector conditions are mapped to865

FSM states, and these are propagated from the device level upwards to the FSM top node. Standard866

operational procedures (configuration of read-out and trigger electronics, ramping voltages etc.) are867

carried out via FSM commands which propagate down to the devices and cause a transition to a different868

state.869

The GUI for detailed monitoring and expert operation comprises a dedicated panel for each node in the870

FSM tree. An example is shown in Fig. 19. Detector subsystem ‘ownership’, i.e. the right to execute871

FSM commands and change the detector state, is only granted to a single operator at a time, and is872

represented by symbolic ‘locks’. Operators can work on-site or access the DCS system remotely through873

appropriate gateways.874

The monitoring data acquired by the DCS system are stored in dedicated databases. Dedicated trending875

GUIs allow the experts to visualise the time dependence of the detector conditions. During data taking,876

the monitoring data needed for detector calibration is queried and made available for offline analysis (see877

Section 7.3).878
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Fig. 19: Graphical User Interface: example panel (FSM top node) representing the status in the year 2010 (i.e. with
10 installed TRD sectors). The FSM state of the main systems of each sector is represented by the corresponding
colour; run status and alarm summary are displayed. The panel gives quick access to emergency actions and
detailed monitoring panels via single mouse clicks.

7 Operation879

In this section, first the commissioning steps for the detector and the required infrastructure and then the880

operation and performance for different collision systems are described.881

7.1 Commissioning882

The service connections in the cavern were prepared and tested in parallel to the construction of the883

supermodules. The low-voltage connections were tested with dummy loads and the leak tightness of the884

cooling loops was verified. The Ethernet connections were checked using both cable testers and stand-885

alone DCS boards. The optical fibres for the read-out were controlled for connectivity and mapping.886

These tests were crucial in order to identify connection problems prior to the detector installation when887

all connections were still well accessible.888

The supermodules were installed in different installation blocks as described in Section 2. Prior to the889

installation the supermodules were tested at the surface site. They were rotated along the zlab-axis to the890

orientation corresponding to their foreseen installation position (e.g. relevant for cooling). A test setup891

provided all relevant services (low/high voltage, cooling, Ethernet, read-out, ...) to allow a full system892

test of each supermodule. The testing procedure included basic functionality tests, such as water and gas893

tightness, front-end electronic stress tests, read-out tests as well as checks of the noise level [66].894

After successful surface testing, the supermodules were installed into the space frame in the cavern (see895

Section 2.3). Subsequently, the services were connected and the basic tests described above repeated to896

verify operation in the final setup. At this stage, also the full read-out of the detector with the experiment-897

wide trigger and data acquisition systems was commissioned. To check the data integrity of the read-out898

chain, test pattern data, generated either in the FEE or in the GTU, were used. Errors observed during899

those tests, e.g. bitflips on individual connections on a read-out board, were cured by switching to spare900

lines or by masking channels from the read-out if a correction was not possible. After establishing the901

read-out, pedestal runs (without zero suppression) were recorded to determine the baseline and noise of902

each channel. If needed, further data were recorded to perform a Fourier analysis in order to identify903

and fix noise sources, e.g. caused by missing ground connections. In addition, these runs were used to904

identify inactive channels which cannot be read out.905

After each installation block of new supermodules, a dedicated calibration run was performed before the906

actual data taking. The detector is read out with radioactive 83mKr distributed through the gas system907

(see Section 10.2). Since this was usually the first high-rate data taking after the end-of-year shutdown908

(and installation), these runs and the preparations for them were an important step to get ready for the909
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real data taking.910

Before each physics production run, periods of cosmic-ray data taking were scheduled to study the per-911

formance of the detector system, to align individual detector components (see Section 9.1) and to pro-912

vide reference spectra for particle identification (see Section 11). Data were obtained with and without913

magnetic field. A two-level trigger condition was used to ensure sufficient statistics in the detector ac-914

ceptance, even when only the first supermodules were installed in the horizontal plane (see Section 12.3).915

7.2 High voltage operation916

To avoid HV trips during the critical phases of beam injection (e.g. a possible kicker failure), the anode917

voltages are reduced to values with very low gain. After the injection is completed, the anode voltages are918

ramped up from∼1030 V (gain of about a factor∼100 lower than nominal) to an intermediate voltage of919

∼1230 V (gain ∼6.5% of nominal). The ramp speed is 6 V/s. After the declaration of stable beams, the920

anode voltages are ramped to the nominal voltages (Uanode '1520 V) for data taking. The drift voltages921

always remain at nominal settings.922

To equalise the gain and drift velocity of all chambers, the results from the calibration (see Section 10)923

are used. The nominal voltages and r.m.s. variations for drift and anode voltages are 2150±22 V and924

1520±14 V, respectively.925

Based on measurements in pp, p–Pb and Pb–Pb collisions in RUN 1, it has been estimated that the926

chambers had a time averaged current of about 200 nA. This led to a total accumulated charge of less927

than 0.2 mC per cm of wire for RUN 1. As the chambers were validated for charges above 10 mC/cm, it928

is expected that no ageing effect occurs during the time the TRD is going to be operated. Up to now, in929

fact no deterioration in the performance of tracking, track matching and energy resolution was observed.930

The average anode current as a function of the interaction rate as measured by the T0 detectors used931

for the ALICE luminosity measurement has a linear dependence with a slope of 1/200 nA/Hz for p–Pb932

collisions at
√

sNN = 5.02 TeV. The slope parameter was obtained from different LHC fills ranging from933

minimum-bias data taking up to high rate interaction running, where the LHC background conditions can934

be different. Under the vacuum conditions in RUN 1, about 1/3 of the current was due to the background935

rate, which is nearly negligible in RUN 2.936

The expected dependence of the measured current on detector occupancy was found. The probability for937

pile-up events in, e.g. p–Pb collisions at
√

sNN = 5.02 TeV at 200 kHz interaction rate is about 14% when938

averaged over time, with a maximum of ∼24% as calculated from the bunch spacing and the number of939

bunch crossings in the LHC filling scheme [2, 83] as well as the integration time of the read-out chamber940

(drift length/drift velocity).941

For the level-1 trigger it is crucial to reduce the time dependence of the drift velocity and the gain to942

a minimum. The former impacts the track matching, the latter the electron identification. To ensure943

the required stability, the anode and drift voltages are adjusted to compensate for pressure changes (the944

temperature is sufficiently stable). The parameters for the correction were obtained by correlating the945

calibration constants with pressure (see Section 10). A relative pressure change dp/p results in a change946

of gain of dG/G = −6.76± 0.04 and drift velocity of dvd/vd = −1.41± 0.01 [84]. In addition, the947

dependences of the gain and drift velocity on the anode and drift voltage, respectively, as obtained from948

test beam measurements [85] were used (from RUN 2 onwards the dependence of gain on voltage was949

taken from the krypton calibration runs). This results in voltage changes of about 0.83 V and 1.4 V950

for a pressure change of 1 mbar. During RUN 1 the gain and the drift velocity could be kept constant951

within about 2.5% and 1%, respectively. These values include the precision of the determination of the952

calibration constants (see Section 10). The variations can be further reduced by measuring and correcting953

for the gas composition using a gas chromatograph installed during LS 1.954
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During RUN 1, 10% of the anode and 5.5% of the drift channels turned out to be problematic (see Fig. 35).955

The respective channels had to either be reduced in anode voltage or switched off. As the detector is seg-956

mented into 5 stacks along the beam direction and 6 layers in radial direction, the loss of a single chamber957

in a stack is tolerable and excellent performance is still achieved for tracking and particle identification958

(see Sections 8 and 11). Most of the problematic chambers showed strange current behaviours (trending959

vs time). The de-installation of a supermodule and disassembly of the individual read-out chambers fol-960

lowed by detailed tests revealed that the inspected problematic anode and drift channels had broken filter961

capacitors (4.7 nF/3 kV). Thus, the 4.7 nF capacitors (see Section 4.3) were removed from the resistor962

chain in the last supermodules built and installed during the LS 1 (5 supermodules).963

7.3 In-beam performance964

After commissioning with cosmic-ray tracks and krypton calibration runs in 2009, the detector went965

into operation and worked reliably during the first collisions at the LHC on December 6th 2009. Since966

then, the detector has participated in data taking for all collision systems and energies provided by the967

LHC [2]:968

– pp collisions from
√

s = 0.9 to 13 TeV at low interaction rates (minimum-bias data taking) and969

high intensities (minimum-bias data taking and rare triggering) with a maximum interaction rate970

of 200–500 kHz. During the rare trigger periods, the detector contributed level-1 triggers on high-971

pT electrons and jets (see Section 12).972

– p–Pb collisions at
√

sNN = 5.02 TeV and 8 TeV with interaction rates at the level of 10 kHz973

(minimum-bias data taking) and at maximum 200 kHz (rare triggering). The detector contributed974

the same triggers as in the pp running scenario.975

– Pb–Pb collisions at
√

sNN = 2.76 TeV and 5.02 TeV with maximum interaction rates of up to 8 kHz976

(minimum-bias and rare triggering).977

At the beginning of a fill, once all detectors within ALICE are ready for data taking, a global physics978

run is started. A run is defined in ALICE as an uninterrupted period of data taking, during which the979

conditions (trigger setup, participating detectors, etc.) do not change. A run can last from a few minutes980

to several hours until either the experimental setup or conditions have to be changed or the beam is981

dumped. An additional end-of-run (EOR) reason is given by the occurrence of a problem related to982

a given detector or system. The detector parameters measured during a run, such as the voltages and983

currents of the anode and drift channels as well as temperatures of the FEE, are dumped at the EOR to984

the Offline Conditions Database (OCDB) via the Shuttle framework [86, 87]. The relevant parameters985

can then be used in the offline reconstruction and analysis.986

In order to ensure sufficiently stable conditions during a run, any change, such as the failure of a part987

of the detector, e.g. due to a LV/HV trip, triggers the ending of the run. In order to avoid too frequent988

interruptions, the failure of a single chamber within a stack is ignored. Technically, this is realised using989

the so-called Majority Unit within DCS.990

All subcomponents of the TRD detector (infrastructure and gas system) are monitored via DCS (see991

Section 6). In case any entity deviates from nominal running conditions by pre-defined thresholds a992

warning is issued. The single entity is either recovered by the DCS operator in the ALICE Run Control993

Centre or by an expert intervention. During RUN 1 data taking, most interventions were related to the994

recovery of single event upsets (SEU) and HV trips of problematic channels by re-configuration of the995

FEE or ramping up of the anode/drift channels. For RUN 2 an automatic recovery of the FEE and HV996

was put in place.997
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Fig. 20: Event size vs charged-particle multiplicity for various collision systems for one supermodule. To obtain
the charged-particle multiplicity, global tracks (see Section 8) fulfilling minimum tracking quality criteria were
counted on an event-by-event basis.

7.3.1 Read-out performance998

The event size depends on the charged-particle multiplicity. It is therefore influenced by the collision999

system and the background conditions of the LHC. The event size vs. charged-particle multiplicity is1000

shown for various collision systems for one supermodule in Fig. 20. For the most central Pb–Pb collisions1001

an event size of 800 kB per supermodule is found.1002

The dead time per event is composed of the front-end processing and transmission time to the GTU1003

and a potential contribution from the shipping to DAQ. On average the former scales approximately1004

linearly with the event size and rate, the latter is suppressed by the MEB as long as the read-out data rate1005

stays sufficiently below the effective link bandwidth. The typical event sizes of 7 kB, 14 kB, 200 kB in1006

minimum-bias data taking for pp, p–Pb, and Pb–Pb collisions result in front-end contributions of 20 µs,1007

25 µs, 50 µs, respectively. This does not include the read-out induced part. However, as illustrated by1008

the Pb–Pb case shown in Fig. 16, the detector is typically operated in the linear range of the curve,1009

indicating that input rate fluctuations are absorbed by the MEB and that the read-out does not contribute1010

significantly to the dead time.1011

The read-out rate during RUN 1 and until now in RUN 2 ranged from about 100 Hz in rare trigger periods1012

to about 850 Hz in minimum-bias data taking in pp and p–Pb collisions. In Pb–Pb collisions, the read-out1013

rate was about 100 Hz and 350 Hz for minimum-bias data taking in Pb–Pb collisions in RUN 1 and up to1014

now in RUN 2, respectively.1015

7.3.2 Radiation effects1016

The radiation on the TRD was for RUN 1 and RUN 2 (until the end of 2016) rather low both in terms of1017

flux and dose. The following radiation calculations for the inner radius of the TRD are based on simula-1018

tions obtained using the FLUKA transport code [88] and taking into account the measured multiplicities1019

of Pb–Pb, p–Pb and pp collisions [89–94] as well as the running scenarios (luminosities, running time,1020

and interaction rate). For the indicated time range the Total Ionisation Dose (TID) and the Non-Ionising1021

Energy Loss (NIEL), quoted in 1-MeV-neq fluence, were 7 ·10−3 krad and 2 ·109cm−2, respectively. The1022

flux of hadrons is highest in Pb–Pb collisions, because it is proportional to the product of the interaction1023

rate and the particle multiplicity. For Pb–Pb collisions at
√

sNN = 5.02 TeV, the flux of hadrons with1024

> 20 keV energy and charged particles is about 3.8 ·10−2kHz/cm2 and 2.5 ·10−2kHz/cm2, respectively.1025
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Fig. 21: Monitored external DCS memory and occurrences of SEUs as a function of time. The periods of stable
beam are indicated as well.

The radiation load in terms of flux and dose are far below the values, for which the experiment was1026

designed for [1].1027

In the radiation environment described above, very few SEUs are observed in the electronics. The most1028

affected device is the DCS board, for which SEUs result in occasional reboots (a few DCS boards per1029

LHC fill). The DCS board is needed for control and monitoring but is not part of the read-out chain1030

meaning that the reboots do not affect the data taking. The external RAM on the DCS board can be1031

monitored for SEUs by writing and verifying known patterns in unused areas of the∼13 MB memory per1032

chamber. During 2.5 months of pp data taking at LHC luminosities of about 5 ·1030cm−2s−1, 20 SEUs as1033

shown in Fig. 21 were observed in the external RAM, i.e. a negligible amount compared to the occasional1034

reboots of a few DCS boards.1035

The memories of the TRAPs are Hamming-protected and, thus, resilient to SEUs. However, the con-1036

figuration registers are not protected and can be affected by radiation. Therefore, the configuration is1037

compressed and written to a Hamming-protected memory area. In this way, the registers can be checked1038

(and corrected) against the compressed configuration.1039

7.3.3 Data quality assurance1040

The Data Quality Monitoring framework (DQM) provides online feedback on the data and allows prob-1041

lems to be quickly spotted and identified during data taking. The Automatic MOnitoRing Environment1042

(AMORE) was developed for ALICE [95] and allows run-based, detector-specific analyses on the raw1043

data. The results are visualised in a dedicated user interface. The monitored observables, such as noise1044

level, event size per supermodule, trigger timing, FEE not sending data, are compared with reference1045

values or diagrams (depending on the data taking scenario). Deviations from the references indicate a1046

problem to the operator. Based on the information obtained from the online DQM all runs are directly1047

marked with a quality flag, both globally and for the individual ALICE subdetectors. For the offline1048

physics analyses, lists of runs are selected based on these flags according to the physics case under study.1049

7.3.4 Pretrigger performance1050

A dedicated wake-up signal is required for the FEE (see Section 5.1). It should reflect the level-0 trigger1051

condition as closely as possible. However, as it needs to be generated before the actual level-0 trigger,1052
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it cannot use the same information. This introduces some inefficiency into the TRD read-out. In the1053

early RUN 1 LHC filling schemes (e.g. during the LHC ramp-up in 2009) with only a few colliding1054

bunches per orbit, it was possible to send a wake-up signal for all of the bunch crossings with potential1055

interactions. This resulted in a fully efficient operation [71]. During this time, the pretrigger system was1056

commissioned to use the V0 and T0 signals as inputs. They could then also be used for filling schemes1057

with many bunches. The trigger condition was configured as closely as possible to the ALICE level-01058

interaction trigger, i.e. a coincidence of either the V0 or the T0 detectors (simultaneous signals in the A-1059

and C-side, see Section 2). The efficiency of the V0- and T0-derived wake-up signals depends on the1060

discrimination thresholds used for those detectors and on the inherent dead time between pretrigger and1061

the abort or end of the read-out (see Section 5). The latter is particularly important when subsequent1062

collisions are close in time, e.g. in LHC filling schemes that have bunch trains with 25 or 50 ns bunch1063

spacing [96]. For runs taken at low interaction rates the pretrigger efficiency is above 97%; for higher1064

rates the efficiency depends on the colliding bunch structure of the filling scheme and reaches average1065

values down to about 83% in RUN 1 [71]. These inefficiencies were avoided with the LM system used1066

in RUN 2 (see Section 5.1).1067

The analysis of electrons from heavy-flavour hadron decays in p–Pb collisions at
√

sNN = 5.02 TeV in1068

events satisfying the pretrigger condition showed no bias compared to results from events triggered with1069

the ALICE level-0 minimum-bias interaction trigger [97].1070

8 Tracking1071

The charged particle tracking in the ALICE central barrel is based on a Kalman filtering [98]. Track1072

finding and fitting are performed simultaneously [2]. The algorithm operates on clusters of track hits1073

from the individual detectors. The clusters carry position information and, depending on the detector,1074

the amount of charge from the ionisation signal. The cluster parameters are calculated locally from the1075

raw data, implying that the cluster finding can be parallelised.1076

The global tracking starts from seed clusters at the outer radius of the TPC (see Fig. 1). During the1077

first inward propagation of the tracks previously unassigned TPC clusters are attached while updating1078

the track parameterisation at the same time. If possible, the track is further propagated to the ITS.1079

Subsequently, an outward propagation adds information from TRD, TOF, and HMPID. A second inward1080

propagation is used to obtain the final track parameters, which are stored at a few important detector1081

positions, most importantly at the primary vertex.1082

The TRD contributes to the tracking in various ways. First, it adds roughly 70 cm to the lever arm, which1083

improves significantly the momentum resolution for high-pT tracks. Second, it increases the precision1084

and efficiency of assigning clusters from the detectors at larger radii, in particular the TOF, to propagated1085

tracks. In addition, the TRD is used as reference to obtain correction maps for distortions in the TPC,1086

which arise from the build up of space charge at high interaction rates. For this the TRD and ITS1087

track segments are reconstructed using as seeds the TPC tracks (with relaxed tolerances accounting for1088

potential distortions). Then, the estimate of the real track position is built as a weighted average of the1089

ITS and TRD refitted tracks (without TPC information). The TPC distortions are deconvoluted from the1090

residuals between these interpolations and the measured TPC cluster positions.1091

The tracking in the TRD can be subdivided into the formation of tracklets (track segments within one1092

read-out chamber) from clusters and the updating of the global tracks based on the tracklets. These steps1093

are performed layer-by-layer. The chambers within a layer can be treated in parallel. For each layer, a1094

seed track is prepared by propagation from the TPC and used to calculate the intersection with a chamber.1095

Based on this information a tracklet is formed from the clusters in the vicinity of this intersection and1096

then the track parameterisation is updated accordingly. In the following, details of the individual steps1097

will be given.1098

34



The ALICE Transition Radiation Detector ALICE Collaboration

ADC counts
0 100 200 300 400 500 600 700

T
im

e 
bi

n

24
23
22
21
20
19
18
17
16
15
14
13
12
11
10
9
8
7
6
5
4
3
2
1
0

 (mm)y
15 16 17 18 19 20 21

 

-24

-23

-22

-21

-20

-19

-18

-17

-16

-15

-14

-13

-12

-11

-10

-9

-8

-7

-6

-5

-4

-3

-2

-1

0

A
D

C
 c

ou
nt

s

0

50

100

150

200

250

300

pad
91 92 93 94 95 96 97 98 99

raw clusters

Lorentz-corr. clusters

Fig. 22: Signal produced by a positively charged particle (pT = 0.5 GeV/c). Left: Total charge per time bin used
for particle identification. Right: Ionisation signal vs. pad number and time bin. The cluster positions are shown
as reconstructed from the charge distribution (raw clusters) and after correction for the E×B effect (Lorentz-corr.
clusters).

8.1 Clusterisation1099

Primary ionisation in the detector gas leads to a signal that spreads over several pads. Because of the1100

slower ion drift, the charge carries over into subsequent time bins, resulting in a correlation between1101

time bins (see Section 2.1). The cluster algorithm combines the data from adjacent pads in the same1102

time bin, producing clusters with information on position and total charge. The former is calculated1103

from the weighted mean of the charge shared between adjacent pads (up to 3). Look-Up Tables (LUT)1104

are used to relate the measured charge distribution to the actual position. These LUTs are the result of1105

calculations for the different pad width sizes, based on measurements in a test beam [46]. The cluster1106

position can deviate from the LUT values because of detector parameters which are subject to calibration1107

(see Section 10), most importantly the drift velocity vd and the time offset t0 (time corresponding to the1108

position of the anode wires, see Fig. 30). In addition, a correction for the E×B effect is applied. The1109

complete position characterisation also includes the estimated uncertainty, which determines the weight1110

for updating the global track. The uncertainties are derived from differential analyses of Monte Carlo1111

simulations. Cluster properties such as the deposited energy, time bin, and reconstructed position relative1112

to the pad with the maximum charge are taken into account as well as particle level characteristics such1113

as electrical charge and incident angle. A linear model relates all uncertainties with parameters being1114

defined by all conditions determining a cluster.1115

8.2 Track reconstruction1116

For the preparation of the TPC-based track seed used to match with the TRD clusters, the Kalman1117

parameterisation (at the outer radius of the TPC) is propagated to the radial position of the anode wires1118

of a given chamber. At this radius the position is least affected by variations in calibration parameters.1119

If a chamber is rotated with respect to the tracking frame, the radial position of the anode wires depends1120

on the intersection point of the track in the y-z plane. As this is only known after the propagation, the1121

preparation of the track seed is an iterative process.1122

The clusters that are assigned to the seed track in a given layer are combined into tracklets. A straight1123

line fit is sufficient for their description since the negligible sagitta of the trajectory is only of the order1124

of tens of microns.1125

Since in the read-out chamber the electrons drift in the radial direction, that is approximately parallel1126

to the track, and due to the long ion tails, the signals pile up. The measured charges, sampled in time1127

intervals of 100 ns, are therefore correlated between different time samples. Since such correlations1128

degrade the angular resolution, a tail cancellation correction is applied [46]. It subtracts an exponential1129
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Fig. 23: Residuals in ∆y of tracklets with respect to global tracks as a function of pT in pp collisions at
√

s =
13 TeV. For every bin the mean (marker) and r.m.s. width (error bar) of the distribution are shown.

tail proportional to the current signal from the subsequent samples for each read-out pad.1130

The number of pads on the the read-out plane onto which a track is projected depends on the track1131

incident angle. For decreasing transverse momentum, more pads will carry a signal. The Lorentz angle1132

also affects this spread. For negatively (positively) charged particles the Lorentz drift is along (opposite1133

to) the track inclination, independent of the polarity of the magnetic field. On average, negatively charged1134

particles are thus spread over fewer pads than positively charged ones. In the right panel of Fig. 22, an1135

example of a positively charged particle of pT = 0.5 GeV/c (worst case) is shown. Its projection spans1136

over 6 pads.1137

The procedure to find candidates for seeds involves a preliminary stage in which clusters are searched in1138

the neighbourhood of the propagated seed. In Fig. 23 the mean and width of the residuals are shown for1139

the arising tracklets in ∆y in layer 0 as a function of the seed pT. The imperfect tail cancellation results1140

in different position biases for tracklets from positive and negative tracklets, the signal spreading over1141

more pads for the former.1142

8.3 Performance1143

The relative frequencies of the number of tracklets assigned to a track are shown in Fig. 24 for pp1144

collisions at
√

s = 13 TeV. Tracks consisting of 6 layers account for more than 50% (60%) for pT <1145

1GeV/c (pT > 1GeV/c). Tracks with 4 and 5 layers are mainly produced by particles crossing dead1146

areas of the detector.1147

A crucial figure of merit for the tracking is the fraction of global tracks matched to the TRD. This1148

includes acceptance effects, between the TPC and the TRD as well as the TRD and the TOF detector.1149

The momentum dependence is shown in Fig. 25 for tracks with at least 4 layers (about 75% of all tracks).1150

For positively charged particles, the Lorentz drift of the electrons is opposite to the track inclination,1151

which (together with the tail cancellation) results in a slightly higher efficiency.1152

A systematic analysis of the position resolution in the bending plane (rϕ) is presented in Fig. 26. The1153

resolution (σ∆y) is expressed as the width of a Gaussian fit to the difference between the position recon-1154

structed via tracklets and different references (∆y). It is shown as a function of the inverse transverse1155

momentum scaled with the particle charge (q/pT). First, the ideal position resolution is derived from1156

Monte Carlo simulations by comparing the reconstructed tracklet position with the true particle position1157
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Fig. 25: Fraction of tracks matched between the TPC and the TRD (TPC-TRD) and further the TOF detector
(TRD-TOF) as a function of transverse momentum in pp collisions at

√
s = 13 TeV.

at the reference radial point (anode wire plane of the read-out chamber). This is shown as the red curve1158

in Fig. 26, calculated in local chamber coordinates to decouple residual misalignment effects from the1159

result. A parabolic best fit is performed for which the parameters show the best position resolution of1160

close to 200 µm at pT = 1.8 GeV/c. The best performance is achieved for tracks where the inclination1161

angle cancels the E×B effect. In the case of real data, the comparison can be performed only against a1162

measured estimator, i.e. against the reconstructed global (ITS + TPC) track. The black curve shows the1163

distribution for pp collisions at
√

s = 8 TeV. The combined position resolution of the TRD and global1164

tracks is around 700 µm at very large transverse momentum. In order to bridge the two results, observ-1165

ables at the level of reconstruction and simulation are compared. The blue curve shows the position1166

resolution of the global tracks as reconstructed against the true position from the Monte Carlo simula-1167

tion. The green line represents the theoretical value for the combined resolution for TRD and global1168

tracks, given by the quadratic sum of the dependencies described by the red and the blue distributions.1169
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These tracks from simulation yield a slightly worse resolution because the theoretical limit does not1170

consider the pad tilting. It is worth noting that the simulated position resolution describes the measured1171

dependency reasonably well. Effects of remaining miscalibration and misalignment of all central barrel1172

detectors lead to a degradation of about 500 µm for the resolution in the TRD.1173

The good position resolution capabilities demonstrated by the TRD detector can be used in the central1174

barrel tracking of ALICE to improve the transverse momentum resolution of reconstructed particles.1175

Figure 27 shows the q/pT resolution of the combined ITS-TPC tracking with and without the TRD1176

for various running scenarios. In all considered cases the TRD was also used as reference to obtain1177

the correction maps for the distortions in the TPC. The inclusion of the TRD in tracking in addition1178

improves the resolution by about 40% at high transverse momentum for pp collisions recorded at both1179

low (12 kHz) and high interaction (230 kHz) rates. For example in the low interaction scenario of pp1180

collisions, the achieved q/pT resolution is 3% at 40 GeV. In addition the inclusion of the TRD in the1181

track reconstruction improves the impact parameter resolution and the reconstruction of tracks that pass1182

at the edges of the TPC sectors, i.e. increasing the acceptance of the experiment.1183

9 Alignment1184

The physical alignment of the detectors during installation (see Section 2.3) has a finite precision of the1185

order of 1 mm for chambers within a supermodule and of 1 cm for supermodules in the spaceframe. The1186

subsequent software alignment, i.e. accounting for the actual positions of supermodules and chambers1187

in the reconstruction and simulation software, is the subject of this section. The alignment parameters1188

(three shifts and three rotation parameters per alignable volume) are deduced from optical survey data1189

and/or from reconstructed tracks. In the latter case, the obtained values have to be added to those already1190

used during the reconstruction. The obtained alignment sets are stored in the OCDB and used in the1191

subsequent reconstructions.1192
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Fig. 28: Left: Cosmic-ray tracks with at least 100 TPC clusters and 5 TRD layers, recorded without magnetic
field, used for the relative rϕ alignment of the TRD chambers within stacks (internal alignment). Right: Charged-
particle tracks with at least 100 TPC clusters and 4 TRD layers from pp collisions at

√
s = 8 TeV, used for the

alignment of the TRD with respect to the TPC (external alignment). Both figures show data from 2012 (setup with
13 supermodules).

The different alignment steps are described in the following subsections. The alignment is checked and,1193

if necessary, redone after shutdown periods and/or interventions that may affect the detector positions,1194

e.g. installations of new supermodules.1195

9.1 Internal alignment of chambers with cosmic-ray tracks1196

The internal detector alignment, i.e. the relative alignment of the read-out chambers within one stack, is1197

performed with cosmic-ray tracks recorded without magnetic field (Fig. 28, left). The local y coordinates1198

(see Section 2) of the chambers of the intermediate layers L1–L4 (tracklet) are varied to minimise the1199

χ2 of straight tracks calculated from the hits in layers L0 and L5. The coordinates of the first and last1200

chamber, L0 and L5, are kept constant. Any misalignment of a stack, such as a tilt, possibly resulting1201
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Alignment
volumes Input data set Residual

width (σ )
L0 cosmics 2 mm
L2 cosmics 1 mm
L5 cosmics 2 mm
L0 pp collisions 2–3 mm
L2 pp collisions 1–2 mm
L5 pp collisions 2–3 mm

Table 5: Typical width of the tracklet-to-track residuals in y observed during the internal alignment procedure.
The residuals are between a tracklet (measured by a single chamber) and track (defined by the remaining chambers
of the stack). L0–L5 refer to the six TRD chambers within a stack. The L0 and L5 resolutions are given only for
comparison purposes as the positions of these two chambers are fixed during the minimisation.

from this constraint is removed later during the stack alignment. Chamber tilts are neglected. The typical1202

spread (Gaussian σ ) of the residual between tracklet and straight track is about 1 mm for a single chamber1203

(see Table 5). The initial chamber misalignments of 0.6–0.7 mm are reduced to 0.2–0.3 mm (r.m.s.). The1204

minimum required statistics is O(103) tracks per read-out chamber (i.e. per stack). For a few stacks,1205

located around ϕ = 0 and ϕ = 180◦, with low statistics of cosmic-ray tracks, charged tracks from pp1206

collisions taken without magnetic field are used instead.1207

The internal y alignment sets deduced from cosmic-ray tracks and from pp collisions agree within1208

0.18 mm (Gaussian σ ). From this, the accuracy of the internal alignment is estimated to be about1209

∆y = 0.18 mm/
√

2 = 0.13 mm. Similar agreement exists between cosmic-ray runs taken in different1210

periods.1211

9.2 Survey-based alignment of supermodules1212

The supermodules are subject to an optical survey after installation and, subsequently, after every hard-1213

ware intervention that may affect the geometry of the detector. For this measurement, survey targets are1214

inserted into precision holes existing at each end of every supermodule.1215

Because of poor accessibility of the muon-arm side, the supermodules are only surveyed on one side1216

(A-side). Four of the six alignment parameters, x, y, z shifts and the rotation around the z-axis, are then1217

determined for each supermodule by fitting the survey results. The typical survey precision is 1 mm.1218

The survey-based alignment procedure reduces the supermodule misalignment from its initial value of1219

1–2 cm to a few mm.1220

9.3 External alignment with tracks from beam–beam collisions1221

The external alignment, i.e. the alignment of TRD volumes with respect to the TPC, is performed with1222

charged-particle tracks recorded with magnetic field (Fig. 28, right). Only tracks with pT > 1.5 GeV/c1223

are used. First, all six alignment parameters of each TRD supermodule are varied to minimise the1224

residuals. Subsequently, the alignment of each stack is refined by adjusting its x and y positions and its1225

rotation around the z-axis. The tracklet-to-track residuals in y before and after alignment are shown in1226

Fig. 29 for two supermodules. As can be seen, the initial misalignment and the degree of improvement1227

vary supermodule by supermodule. The typical width of the residuals (Gaussian σ ) is about 2 mm (see1228

Table 6). In the limit of low number of tracks per stack Ntrack, the alignment precision is statistical:1229

σ/
√

Ntrack. With Ntrack = O(103), systematic effects start to dominate.1230

Figure 29 shows the effect of an alignment procedure applied to the same data set from which it was1231

deduced. However, one single alignment set is used for runs of a complete year. This raises the question1232

of the universality and temporal stability of the alignment, which can be addressed by comparing align-1233

ment sets deduced from various portions of data. Separate analyses of positive and negative tracks yield1234
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Alignment volumes Residual width (σ )
L0 chamber 1 mm
L5 chamber 3 mm
stack 2 mm
supermodule 2 mm

Table 6: Typical width of the tracklet-to-track residuals observed during the external alignment procedure with
pT > 1.5 GeV/c tracks from pp collisions. The residuals are between a TRD chamber, stack, or supermodule and
the TPC track. L0 and L5 denote the first and the last (radially) TRD chambers within a stack.
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Fig. 29: TRD tracklet to TPC track residuals in y as a function of the z coordinate of the TPC track (ztrack) for
supermodules 2 (left) and 6 (right). The colour code is linear in the number of tracks. The upper and lower panels
show the situation with the survey alignment and with in addition the external alignment, respectively. The data
are from a 2012 run of pp collisions with B = −0.5 T. The alignment set used for the lower plots was deduced
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two alignment sets that agree within 1 mm (r.m.s. of the y shifts). A larger difference (2 mm) is seen1235

between the two magnetic field polarities. Such differences can result from mechanical displacements1236

and/or from the fact that the TPC calibration is performed separately for the two polarities. The presence1237

of a step in the middle of the central TRD stack, at z = 0, in Fig. 29 indicates the latter. Several iterations1238

of the TRD to TPC alignment and the TPC calibration with respect to the TRD are needed to achieve1239

the best possible precision. In order to address the entanglement of the alignment and calibration of the1240

central barrel detectors, an alternative approach was developed during LS 1. It is based on a combined1241

alignment and calibration fit performed using the Millepede algorithm [99]. The new method allows for1242

a simultaneous alignment and calibration of the ITS, TRD, and TOF, followed by the calibration of the1243

TPC. The procedure is being used successfully in RUN 2.1244

10 Calibration1245

The ALICE calibration scheme is explained in [2]. Here the calibration procedures for the TRD are1246

described. The four basic calibration parameters for the TRD – time offset, drift velocity, gain, and noise1247

– are illustrated in Fig. 30. The position of the anode wires and the entrance window are visible in the1248

measured drift time spectrum as a peak (around 0.5 µs, caused by charges coming from both sides of the1249
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Fig. 30: Average pulse height vs. drift time plot (derived from Fig. 5) illustrating the main calibration parameters.
For better understanding, a sketch of the chamber cross-section with field lines from Fig. 2 is shown at the top. The
peak at the left and the edge on the right of the drift time spectrum correspond to the anode wires and the chamber
entrance window. The temporal difference between them depends on the drift velocity. The anode-peak position
defines the time offset. The mean pulse height and the pedestal width are related to the gain and the pad noise,
respectively.

Input data Parameters
pedestal runs pad noise, pad status
runs with 83mKr in the gas relative pad gain
physics runs (cpass0/1) chamber status, time offset, drift velocity, Lorentz angle, gain

Table 7: Sources of input data and the derived calibration parameters.

anode wires) and an edge (around 2.8 µs), respectively. Since the calibrated time represents the distance1250

from the anode wires, the position of the anode peak provides the time offset. The time span between the1251

anode peak and the entrance-window edge is inversely proportional to the drift velocity. The mean pulse1252

height is proportional to the gain and the width of the pedestal is proportional to the pad noise.1253

While ionisation electrons are attracted to the anode wires by an electric field E, the presence of a1254

magnetic field perpendicular to it, |E×B|> 0, leads to a Lorentz angle of about 9◦ between the electron1255

drift direction and the direction of the electric field. Knowledge of the Lorentz angle is necessary for the1256

reconstruction of the tracklets, described in Section 8.2 (see Fig. 22 and Fig. 46).1257

The complete list of the calibration parameters, organised according to the source from which they are1258

determined, is given in Table 7. Once determined for a given run, the calibration parameters are stored in1259

the OCDB and used in the subsequent reconstructions. In the following, the methods used to determine1260

the values of the calibration parameters are discussed.1261
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10.1 Pad noise and pad status calibration using pedestal runs1262

Short pedestal runs are taken roughly once per month during data taking. In these runs, events are1263

triggered at random instants and the data are recorded without zero suppression. At the end of the run, an1264

automatic analysis of the pedestal data is performed on the computers of the DAQ system [100]. Hundred1265

events are sufficient to calculate the position of the baseline of the analogue pre-amplifier and shaper1266

output (pedestal) and its fluctuation (noise) for all electronics channels. The results are subsequently1267

collected by the Shuttle system [87] and transported to the OCDB. The mean noise is 1.2 ADC counts,1268

corresponding to an equivalent of 1200 electrons. The pad-by-pad r.m.s. value is 0.17 counts. The1269

precision of the measurement is 0.015 counts (r.m.s.). Pads that have a faulty connection to the FEE,1270

are connected to a non working FEE channel, have excessive noise, or are bridged with a neighbour are1271

marked in the OCDB and treated correspondingly during the data taking and reconstruction chain (pad1272

status).1273

10.2 Pad gain calibration using 83mKr decays1274

Pad-by-pad gain calibration of the TRD chambers is performed after every installation of new supermod-1275

ules. It is done by injecting radioactive gas into the chambers and measuring the signals of the decay1276

electrons. The method, developed by ALEPH [101, 102] and DELPHI [103], is also used to calibrate the1277

ALICE TPC [31].1278

Solid 83Rb decays by electron capture into gaseous Kr and populates, among others, the isomeric state1279

83mKr with an excitation energy of 41.6 keV and a half-life of 1.8 hours. The radioactive krypton is1280

injected into the gas circulation system and is distributed over the sensitive volumes of all installed1281

chambers. The krypton nuclei decay to their ground state by electron emission. The decay energy,1282

comparable to the energy lost by a minimum-ionising particle traversing the sensitive volume of a read-1283

out chamber (20–30 keV), gets deposited within 1 cm from the decay point. For each decay, the total1284

signal is calculated by integrating over y (pad column), z (pad row) and x (drift time), and filled into the1285

histogram associated with the pad of maximum signal.1286

With three gas inlets to each supermodule (see Section 3), groups of 10 chambers are connected in series.1287

The difference between the decay rates seen in the first and last chamber of the chain was reduced to a1288

factor of∼3 by increasing the gas flow during the krypton calibration run. With an 83Rb source intensity1289

of 5 MBq and a measurement time of one week, the collected statistics is of the order of thousand counts1290

per pad. This is sufficient to identify the expected decay lines in the distribution. An example is shown1291

in Fig. 31. The histogram of each pad is fitted by stretching horizontally the reference distribution. The1292

stretching factor is the measure of the pad gain. The energy resolution at 41.6 keV is 10%.1293

The resulting pad gain factors for one particular chamber are shown in Fig. 32. The short-range variations1294

of up to 10% reflect the differences between electronics channels. The long-range inhomogeneities1295

originate from chamber geometry and are typically within ±15% (peak to peak). A detailed description1296

of the krypton calibration can be found in [104] and [105].1297

The improvement of the chamber resolution achieved by the krypton-based pad-by-pad calibration is1298

presented in Fig. 33. The histograms show the pulse height spectrum before calibration, after one and1299

after two iterations (calibrations performed in consecutive years), respectively.1300

10.3 Chamber calibration using physics data1301

The anode and drift voltages of the individual chambers are adjusted periodically (once a year) to equalise1302

the chamber gains and drift velocities. Moreover, an automatic procedure is in place that continuously1303

adjusts the voltages depending on the atmospheric pressure, compensating the impact of the environment1304

on the gas properties (see Section 7.2). This is important because the pulse height and the tracklet angle1305

are used for triggering (see Section 12).1306
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Fig. 31: Pulse height spectrum accumulated for one pad during the Kr-calibration run [104, 105]. The smooth
solid line represents the fit from which the gain is extracted.
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Fig. 32: Relative pad gains for one chamber calibrated with electrons from 83mKr decays.

In order to achieve the ultimate resolution for physics data analysis, the chamber status, time offset, drift1307

velocity, Lorentz angle, and gain are calibrated run-by-run offline, using global tracks from physics runs.1308

A sample of events of each run is reconstructed for this purpose. The required statistics is equivalent1309

to 105 pp interaction events. The first reconstruction pass (cpass0) provides input for the calibration.1310

The second pass (cpass1) applies the calibration and the reconstructed events are used as input for the1311

data quality assurance analysis, and for the second iteration of the calibration. The read-out chamber1312

status and the chamber-wide time offset, drift velocity, Lorentz angle, and gain values are extracted from1313

cpass0 and updated after cpass1. The time offset is obtained as indicated in Fig. 30. The drift velocity1314

and the Lorentz angle are derived from the correlation between the derivative of the local tracking y1315

coordinate with respect to the drift time, and the azimuthal inclination angle of the global track (see1316

Fig. 34). The former represents the uncalibrated estimate of the tracklet angle. The latter is obtained1317

from the extrapolation of the global track to the TRD. The correlation is fitted by a straight line. The1318

effect of the pad tilt (dy/dz = tan(α), α = ± 2◦, see Section 2) is taken into account by adding the1319

respective term to the global track inclination. The slope and the offset parameters give the drift velocity1320

and the Lorentz angle, respectively.1321

The gain calibration factor is determined by histogramming, for each chamber, the deposited charge di-1322

vided by the path length and taking the mean of this distribution. The last stage of the chamber calibration1323

is to identify chambers for which a satisfactory calibration cannot be obtained or whose parameter values1324

are very different from the mean. These chambers are masked in the data analysis and in the respective1325

simulation.1326
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Fig. 33: Pulse height spectrum before the krypton-based calibration, after one and after two iterations (calibrations
performed in consecutive years) for one read-out chamber.
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The typical mean values, chamber-by-chamber variations, stability, and precision of the calibration pa-1327

rameters are shown in Table 8. The chamber-by-chamber variation is quantified by the r.m.s. of the1328

chamber distribution within one run. The stability is described via the maximum variations observed in1329

one read-out chamber during half a year of running. The precision is defined as 1/
√

2 of the r.m.s. differ-1330

ence between the calibration parameters deduced from two high-statistics data sets taken under identical1331

conditions.1332

10.4 Quality assurance1333

As described before, during cpass1 reconstructed events are subject to a quality assurance (QA) analysis1334

in which control histograms monitoring the quality of the calibrated data are filled. The analogous1335

monitoring of raw data, performed online, is described in Section 7.3. As an example, two such QA1336

histograms, representing the efficiency and the mean number of layers in each stack (equivalent to the1337

number of active layers) in one particular run of the pp data taking in 2015, are shown in Fig. 35. The1338

efficiency drops at stack boundaries and the window in correspondence of the detector coverage of the1339
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Parameter Mean Variations Stability Precision
t0 145.2 ns 2.7 ns ±3.4 ns 1 ns
vd 1.56 cm/µs 1–14% ±3% 0.4%
ΨL 8.8◦ 0.3◦–0.5◦ ±0.4◦ 0.05◦

gain 1.0 (a.u.) 3–16% ±7% 1.4%

Table 8: The typical mean values, chamber-by-chamber variations, stability (in the second half of 2012), and
precision of the chamber calibration parameters t0 (drift time offset), vd (drift velocity), ΨL (Lorentz angle for
B = 0.5 T), and gain. For the chamber-by-chamber variations, which are subject to equalisation by adjusting the
voltages, ranges are indicated.
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Fig. 35: Two quality-assurance plots (data from pp collisions recorded in 2015 with all supermodules installed,
tracks with at least 70 TPC clusters and pT > 0.5 GeV/c). Left: Efficiency of matching tracklets to TPC tracks.
Right: Mean number of layers per track in each stack (cf. the discussion of inactive chambers in Section 7.2).

PHOS detector are visible.1340

11 Particle identification1341

The TRD provides electron and charged hadron identification based on the measurement of the specific1342

energy loss and transition radiation. The total integrated charge measured in a tracklet [107], normalised1343

to the tracklet length, is shown in Fig. 36 for electrons and pions in p–Pb collisions at
√

sNN = 5.02 TeV.1344

The electron and pion samples were obtained by selecting tracks originating from γ→ e+e− conversions1345

in material and from the decay K0
s → π+π− via topological cuts and particle identification (PID) with1346

the TPC and the TOF. The obtained electron sample has an impurity of less than 1%. Due to the larger1347

specific energy loss and transition radiation, the average charge deposit of electrons is higher than that1348

of pions. Charge deposit distributions recorded in test beam measurements at CERN PS in 2004 for1349

electrons and pions in the momentum range 1 to 10 GeV/c [47, 106] describe the results from collision1350

data well (see Fig. 36), and can thus also be used as references for particle identification.1351

The measured charge deposit distributions can be fitted by a modified Landau-Gaussian convolution:1352

(Exponential × Landau) ∗ Gaussian [108, 109], where the Landau distribution is weighted by an expo-1353

nential dampening (Landau(x) → ekx Landau(x)). This function describes the specific charge deposit1354

distributions for pions (dE/dx) and electrons (dE/dx + TR) well and can thus be used to extract the1355

most probable energy loss. The dependence of the most probable signal versus βγ is shown in Fig. 37.1356

The data have been extracted from measurements (i) in a beam test at CERN PS in 2004 (pions and1357

electrons) [106], (ii) with pp collisions at
√

s = 7 TeV (protons, pions and electrons) [107] and (iii)1358

with a cosmic-ray trigger in the ALICE setup (muons) [108]. The selection of the flight direction of1359

the cosmic-ray muons allows only the specific energy loss (dE/dx) or the summed signal (dE/dx + TR)1360

to be measured by selecting muons that first traverse the drift region and then the radiator, and vice1361

versa [108, 109]. To improve the momentum reconstruction of very high pT cosmic-ray muons, a ded-1362
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icated track fitting algorithm [108, 109] was developed, combining the clusters of the two individual1363

tracks in the two hemispheres of the TPC. This yields a better momentum resolution by about a factor1364

of 10, e.g. at 1 TeV/c the 1/pT resolution is 8.1·10−4 (GeV/c)−1 [108, 109].1365

The onset of the TR production is visible for βγ & 800, both for electrons and high-energy (TeV scale)1366

cosmic-ray muons. The signals for muons are consistent with those from electrons at the same βγ . The1367

most probable signal (MPV) of the energy loss due to ionisation only, normalised to that of minimum1368

ionising particles (mip), is well described by the parameterisation proposed by the ALEPH Collabora-1369
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tion [101, 110] (shown in Fig. 37):1370

(
QMPV

Qmip
MPV

)
= 0.2 ·

4.4−β 2.26− ln
[
0.004− 1

(βγ)0.95

]

β 2.26 . (1)

Minimum ionising particles are at a βγ value of 3.5 and the dE/dx in the relativistic limit is 1.8 times1371

the minimum ionisation value. To describe the dE/dx + TR signal, a parameterised logistic function is1372

needed in addition. The formula, normalised to the signal for minimum ionising particles, is as follows:1373

TR
TRmip =

0.706
1+ exp(−1.85 · (lnγ−7.80))

. (2)

The saturated TR yield in the relativistic limit is 0.7 times the minimum ionisation value. At βγ = 2.4 ·103
1374

the logistic function reaches half its maximum value.1375

11.1 Truncated mean method1376

The TRD can provide electron (described in the next section) and hadron identification. For the hadron1377

identification, the truncated mean is calculated from the energy loss (+TR) signal stored in the clusters1378

(see Section 8) [108]. For the particle identification, the deviation from the expected most probable1379

signal for a given species is then used after normalisation to the expected resolution of the truncated1380

mean signal for the track under study.1381

In order to obtain an approximately Gaussian shape, the long tail of the Landau distribution needs to be1382

eliminated or at least strongly suppressed, which can be realised through a truncated-mean procedure.1383

The PID signal of a charged hadron passing through the detector is calculated using all M clusters along1384

the up to six layers (see Section 8). The truncated mean is then calculated as the average over the N lowest1385

values: N = f ·M. The truncation fraction f = 0.55 was chosen in order to maximise the separation power1386

between minimum ionising pions with p = 0.5 GeV/c and electrons with p = 0.7 GeV/c. The different1387

momenta were chosen to maximise the statistics of the electron sample [108]. However, the cluster1388

signal strength depends on the radial position of the cluster within the read-out chamber (see Fig. 5).1389

Therefore, the cluster amplitudes are first weighted with time-bin dependent calibration factors, found1390

and applied during the cpass0/cpass1 calibration steps (see Section 10). For example, for the cosmic-ray1391

data sample, the weights are determined for tracks within the interval 1.65≤ log10(βγ)≤ 2.5 to eliminate1392

kinematic dependences. These βγ are far below the onset of TR. After applying this procedure, some1393

non-uniformity over time bins remains (±15%), which is due to the TR component [108].1394

Figure 38 shows the truncated mean signal as a function of momentum for p–Pb collisions at
√

sNN =1395

5.02 TeV. The curves represent the expected signals for various particle species. These parameterisa-1396

tions were obtained by fitting the truncated mean signal (dE/dx + TR) of electrons from conversion1397

processes, pions from K0
s and protons from Λ decays as a function of βγ = p

m with a sum of the ALEPH1398

parameterisation (Eq. 1) and logistic function (Eq. 2), see above.1399

The resolution of the truncated mean signal is shown in Fig. 39 as a function of the number of clusters1400

(Ncls), which is described by the function1401

σ trunc =

√
σ2

sys +
σ2

stat

Ncls
, (3)

where σsys describes systematic uncertainties due to, e.g. residual calibration effects. The fit shows that1402

the resolution is, as expected, mainly driven by a statistical scaling according to the law σ trunc ∝ 1/
√

Ncls.1403

The results demonstrate a resolution of the truncated mean signal of 12% for tracks with signals in all1404
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sNN = 5.02 TeV.

six layers. It should be noted that the resolution is, in parts, limited by the ion tails in the late time bins1405

leading to a correlation between individual time bins (see Section 8).1406

Figure 40 shows the pion-kaon and kaon-proton separation power as a function of momentum. The sep-1407

aration power is calculated as the distance between the expected truncated mean signal Strunc of pions1408

(kaons) and kaons (protons) divided by the resolution of the response: ∆
σ trunc =

Strunc
π,K −Strunc

K,p
σ trunc . At low mo-1409

menta an excellent separation power is achieved, at high momentum the separation power is about 2 for1410

π/K and 1 for K/p.1411
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11.2 Electron identification1412

For the electron identification (eID), also the temporal evolution of the signal is used. For each TRD1413

chamber the signal amplitudes of the clusters along a tracklet are redistributed into seven slices during1414

the track reconstruction (see Section 8). Each slice corresponds to about 5 mm of detector thickness for1415

a track with normal incidence. The ratio of the average signal for electrons and pions as a function of1416

the slice number is shown in Fig. 41 for p–Pb collisions at
√

sNN = 5.02 TeV. At large slice numbers, i.e.1417

long drift times, the TR contribution is visible because the TR photon is predominantly absorbed at the1418

entrance of the drift region.1419

The eID performance is expressed in terms of the electron efficiency (the probability to correctly identify1420

an electron) and the corresponding pion efficiency (the fraction of pions that are incorrectly identified1421

as electrons). The inverse of the pion efficiency is the pion rejection factor. The following methods1422
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are in use: i) truncated mean (see previous section), ii) a likelihood method with ‘dimensionality’ (one-1423

dimensional, LQ1D, corresponds to the total integrated charge [107], two-dimensional, LQ2D, for two1424

charge bins [111], etc.), iii) neural networks (NN) [112–114].1425

For the LQ2D method the signal is evaluated in two charge bins, i.e. the integrated signals of the first1426

four slices and the last three slices are averaged. The latter sum contains most of the TR contribution.1427

For the LQ3D method, the signals of the slices are combined as sums of the first three, the next two and1428

the final two. Both the LQ7D and NN methods utilise 7 charge bins and thus benefit from the complete1429

information contained in all 7 slices. While individual slices may be empty, the charge bins must contain1430

a charge deposition. In physics analyses, this selection criterion does not introduce a loss of electrons1431

when applying the LQ1D or the LQ2D methods, but causes a reduction in the number of electrons1432

by about 40% when the LQ7D method is used. The clean samples of electrons and pions described1433

above are used to obtain references in momentum bins for particle identification. For each particle1434

traversing the TRD, the likelihood values for electrons and pions, muons, kaons and protons are then1435

calculated for each chamber via interpolation between adjacent momentum references. The global track1436

particle identification is finally determined as the product of the single layer likelihood values. In physics1437

analyses, hadrons (e.g. pions) can be rejected with the TRD by applying either a cut on the likelihood1438

or a pre-calculated momentum-dependent cut on the likelihood value for electrons. The latter provides1439

a specified electron efficiency constant versus momentum. To cross-check the references and determine1440

systematic uncertainties, electrons from photon conversions can be studied. In Pb–Pb collisions the1441

mean of the charge deposit distributions shows a centrality (event multiplicity) dependence, of about1442

15% comparing central and peripheral collisions [111], and therefore centrality-dependent references1443

were introduced.1444

The references can only be created after the relative gain calibration of the individual pads and the time-1445

dependent gain calibration of the chambers as described in Section 10. After this, the detector response is1446

uniform across the acceptance and in time, and thus it can be studied in detail by combining all chambers1447

and the full statistics of 1–2 months of data taking. Since the reference creation requires a large data1448

sample, the reference distributions are only produced after the full physics reconstruction pass. This1449

means that the reference creation can only be done later, during data analysis rather than already during1450

reconstruction. The references for the truncated mean and the likelihood methods are stored for this1451

purpose in the Offline Analysis Database (OADB) and read from there in the initialisation phase of the1452

analysis tasks [115].1453

The pion efficiency for 1 GeV/c tracks is shown as a function of the electron efficiency and as a function1454

of the number of detector layers providing signals for the various methods in Fig. 42. For all methods the1455

pion rejection factor decreases as expected with decreasing number of contributing layers and a lower1456

electron selection efficiency corresponds to a better pion rejection factor for all methods.1457

A pion rejection factor of about 70 is obtained at a momentum of 1 GeV/c in p–Pb collisions with the1458

LQ1D method, the most simple identification algorithm. The LQ2D method yields a pion rejection factor1459

far better than the design goal of 100 at 90% electron efficiency found in test beams with prototypes [106].1460

When using the temporal evolution of the signal even better performance is achieved, reaching a rejection1461

of up to 410.1462

Figure 43 shows the momentum dependence of the pion efficiency for the different methods. At low1463

momenta, the pion rejection with the LQ1D method improves with increasing momentum because of the1464

onset of the transition radiation. From 1–2 GeV/c upwards, the electron–pion separation power gradually1465

decreases due to the saturation of the TR production and the relativistic rise of the specific energy loss1466

of pions. The other methods that make use of the temporal evolution of the signal provide substantial1467

improvements, in particular for low and intermediate momenta. At high momenta (beyond 2 GeV/c),1468

the limitation in statistics for the reference distributions is reflected in the rather modest improvements1469
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in the pion rejection in the muti-dimensional methods. The similar momentum-dependent shape of the1470

likelihood methods is in parts due to the usage of the same data sample for reference creation. The1471

best performance is achieved for the LQ7D and NN methods. However these methods are sensitive to a1472

residual miscalibration of the drift velocity, while the truncated mean and LQ1D method are more robust1473

against small miscalibration effects. At low momentum, where the energy loss dominates the signal, the1474

truncated-mean method provides very good pion rejection. The rejection power of the method decreases1475

at higher momenta, because the TR contribution, yielding higher charge deposits, is likely to be removed1476

in the truncation [108].1477
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To visualise the strength of the TRD LQ2D electron identification method, the difference in units of1478

standard deviations between the measured TPC energy loss of a given track and the expected energy1479

loss of an electron for tracks with TOF and TOF+TRD particle identification is shown in Fig. 44. The1480

results are compared for tracks with a momentum of 1.9–2.1 GeV/c within the TRD acceptance. In1481

this momentum interval electrons cannot be discriminated from pions using TOF-only electron identi-1482

fication. After applying the TRD electron identification with 90% electron efficiency with the LQ2D1483

method, hadrons are suppressed by about a factor of 130. The electron identification capabilities of the1484

TRD thus allow selecting a very pure electron sample. This is important, e.g. for the measurement of1485

electrons from heavy-flavour hadron decays. Details on the usage of the electron identification for the1486

latter measurement in pp collisions at
√

s = 7 TeV can be found in [116].1487

In the Bayesian approach within ALICE [117], where the identification capabilities of several detectors1488

are combined, the TRD particle identification contributes with its estimate of the probability for a given1489

particle to belong to a given species. For this purpose, transverse momentum dependent ‘propagation1490

factors’ for the priors, which represent the expected abundance of each particle species within the ITS1491

and TPC acceptance, are calculated and stored in the analysis framework.1492

12 Trigger1493

ALICE features a trigger system with three hardware levels and a HLT farm [2]. Apart from the contri-1494

butions from the pretrigger system (see Section 5.1), the TRD contributes to physics triggers at level-1.1495

These are based on tracks reconstructed online in the GTU (see Section 5.3). The reconstruction is based1496

on online tracklets (track segments corresponding to one read-out chamber) that are calculated locally in1497

the FEE of each chamber. The local tracking in the FEE and the global online tracking in the GTU are1498

discussed in the following.1499

As the trigger decision is based on individual tracks, a variety of signatures can be implemented, only1500

limited by the complexity of the required calculations and the available time. In the following, the1501

triggers on cosmic-ray muons, electrons, light nuclei, and jets are discussed.1502
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12.1 Local online tracking1503

The local online tracking is carried out in parallel in the FEE (see Section 5.2). Each of the 65000 MCMs1504

processes data from 21 pads, 3 of which are cross-fed from the neighbouring chips to avoid inefficien-1505

cies at the borders of the chip (see Fig. 15). For accurate online tracking, all relevant corrections and1506

calibration steps must be applied online. After appending two digits to avoid rounding imprecisions, the1507

digitised data are propagated through a chain of filters. First, a pedestal filter is used to compensate for1508

variations in the baseline. A gain filter makes it possible to correct for local gain variations, either caused1509

by the chamber or by the electronics. This equilibration is important for the evaluation of the specific1510

energy loss, which is used for online particle identification. It uses correction factors derived from the1511

krypton calibration (see Section 10.2). A tail cancellation filter can be used to reduce the bias from ion1512

tails of signals in preceding time bins. This improves the reconstruction of the radial cluster positions1513

and of the deflection in the transverse plane. The offline reconstruction takes the already applied online1514

corrections into account. For that purpose, all configuration settings are stored in the OCDB and are,1515

therefore, known during the offline processing.1516

After the filtering, the data for one event are searched time bin-wise for clusters by a hardware pre-1517

processor. A cluster is found if the charge on three adjacent pads exceeds a configurable threshold and1518

the center channel has the largest charge (see Fig. 45). For each MCM and time bin, transverse positions1519

are calculated for up to six clusters. They are used to calculate and store the (channel-wise) sums required1520

for a linear regression.1521

After the processing of all time bins, up to four channels with a minimum number of found clusters are1522

further processed (if more than four channels exceed the threshold, the four of them with the largest1523

number of clusters are used). For the selected channels, a straight line fit is computed from the pre-1524

calculated sums. The fit results in information on the local transverse position y, the deflection in the1525

bending plane dy, the longitudinal position z, and a PID value. The transverse position and deflection are1526

calculated from the fit, the longitudinal position is derived from the MCM position, and the PID from a1527

look-up table using the accumulated charge as input.1528

The reconstructed values for y and dy are corrected for systematic shifts caused by the Lorentz drift1529

and the pad tilt. An example of a reconstructed tracklet is shown in Fig. 46. Eventually, the values (in1530

fixed-point representation) are packed into one 32-bit word per tracklet for read-out.1531

A realistic simulation of the local tracking was implemented in the ALICE software framework and1532
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Fig. 47: Reconstruction efficiencies for tracklets as a function of y and q/pT for Monte Carlo simulations. The
z-axis entries are zero-suppressed.

is used in Monte Carlo productions based on event generators but can also be run on data recorded1533

with the actual detector. This allows cross-validating hardware and simulation, and to study the effect1534

of parameter changes on the tracklet finding. Therefore, Monte Carlo simulations are well-suited to1535

study the performance of the online tracking algorithm with a given set of configuration options since1536

tracklets can be compared to track references (track positions from Monte Carlo truth information). This1537

allows tracklet efficiencies to be determined. An example is displayed in Fig. 47, which shows the1538

efficiency of the tracklet finding process for a typical set of parameters as a function of y and q/pT. The1539

efficiency drops for large y and negative q/pT, where the asymmetry in y is caused by a combination1540

of the Lorentz correction and the numerical range available for the deflection. The efficiency is close to1541

100% in the regime relevant for triggering. Furthermore, shifts in y and dy are calculated with respect1542

to the expectation from the Monte Carlo information. Besides a small systematic shift because of the1543

uncorrected misalignment, the distributions show widths of about 300 µm and 1700 µm in y and dy [71],1544

respectively.1545

12.2 Global online tracking1546

The global online tracking in the GTU operates stack-wise on the tracklets reconstructed and transmitted1547

by the FEE. It is divided into a track matching and a reconstruction stage. The algorithm used for the1548

matching of the tracklets is optimised for the high multiplicity environment of Pb–Pb collisions [118]. It1549
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Fig. 48: Event display showing the tracks available for the level-1 trigger from the online reconstruction (green)
in comparison with helix fits to the contributing tracklets (blue). The offset a from the primary vertex used as
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is implemented in the FPGAs of the GTU (see Section 5.3) and operates in parallel on subsets of tracklets1550

that are compatible with a track in the x-z plane. Groups of tracklets which fall into ‘roads’ pointing to1551

the nominal primary vertex are pre-selected. The tracklets are propagated to a virtual plane in the middle1552

of the stack. Those which are close enough on this plane are considered to belong to the same track.1553

The algorithm exploits a fixed read-out order of the tracklets to limit the number of comparisons for the1554

matching, meaning that a linear scaling of the tracking time with the number of tracklets can be achieved.1555

Global online tracks consist of at least four matching tracklets. The reconstruction stage uses the po-1556

sitions of the contributing tracklets to calculate a straight line fit (see Fig. 48). The computation is1557

simplified by the use of pre-calculated and tabulated coefficients, which depend on the layer mask. The1558

approximation of a straight line is adequate for the trigger-relevant tracks above 2 GeV/c. The transverse1559

offset a from the nominal vertex position is then used to estimate the transverse momentum [118]. The1560

PID value for the track is calculated as the average over the contributing tracklets. A precise simulation1561

of all the tracking steps was implemented and validated in AliRoot. It was used for systematic studies of1562

the tracking performance, see below.1563

Figure 49 shows the timing of the online tracking together with the constraints for the trigger contribu-1564

tions. Between interactions, the FEE is in a sleep mode [78]. In this mode only the ADCs, the digital1565

filters, and the pipeline stages are active. The latter makes it possible to process the data from the full1566

drift time upon arrival of a wake-up signal (see Section 5.1). The processing can be aborted if it is not1567

followed by a level-0 trigger. In this case, a clear sequence is executed for resetting and putting the FEE1568

back to sleep mode. If a level-0 trigger was received, processing continues and the tracklets are sent to1569

the GTU. Here, the track matching and reconstruction runs as the tracklets arrive. The tracks are used1570

to evaluate the trigger conditions (see next sections) until the contribution for the level-1 trigger must be1571

issued to the CTP (about 6 µs after the level-0 trigger). The tracking can continue beyond the contribution1572

time for the trigger; the resulting tracks are ignored for the decision but are available for offline analysis1573

(flagged as out-of-time).1574

Figure 50 shows the tracking time measured during data taking in p–Pb collisions. It shows the expected1575

linear scaling with the number of tracklets.1576
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The efficiency of the global online tracking is shown in Fig. 51. In order to separate the efficiency of the1577

online tracking from the acceptance and geometrical limitations, the normalisation is done once for all1578

primary tracks and once for those which are findable, i.e. which have at least 4 tracklets assigned in one1579

stack in the offline tracking (TRD acceptance). The efficiency starts to rise at about 0.6 GeV/c, reaches1580

half of its asymptotic value at 1 GeV/c, and saturates above about 1.5 GeV/c. Lower transverse momenta1581

are not relevant for the trigger operation and corresponding tracks are suppressed at various stages. For1582

comparison, the curve obtained from an ideal Monte Carlo simulation shows slightly higher efficiencies.1583

The difference is caused by non-operational parts of the real detector (see Section 7) not being reflected1584

in the ideal simulation.1585

The correlation of the inverse transverse momentum from online and offline tracking is established by1586

matching global online tracks to global offline tracks, reconstructed with ITS and TPC, based on a geo-1587

metrical distance measure. An example for pp collisions at
√

s = 8 TeV is shown in Fig. 52. The online1588

estimate correlates well with the offline value in the transverse momentum range relevant for the trigger1589

thresholds, i.e. 2–3 GeV/c. The width of the correlation corresponds to an online measured resolution of1590

about 10% for momenta of 1.5−5 GeV/c.1591

The pT resolution is crucial for the trigger since it determines the sharpness of the threshold. It is shown1592

in Fig. 53 for a pT threshold of 3 GeV/c, where a width (10–90%) of about 0.6 GeV/c is found. This is1593

also well reproduced by simulations.1594

As a further development, the online tracking can benefit from taking the chamber alignment into account1595

in the local tracking, and also by enabling the tail cancellation filter in the FEE. This will allow the use1596

of tighter windows for the track matching and, thus, a reduction in combinatorial background while1597
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maintaining the same tracking efficiency. This is relevant for the online tracking in the high-multiplicity1598

environment of Pb–Pb collisions. At the time of writing, these improvements are under development.1599

12.3 Trigger on cosmic-ray muons1600

Cosmic-ray tracks are used for several purposes in the experiment, e.g. for detector alignment after1601

installation, and before physics runs (see Section 9). Recording sufficient statistics requires a good and1602

clean trigger, in particular for tracks passing the experiment horizontally, for which the rates are very1603

low. Therefore, the first level-1 trigger in ALICE was contributed by the TRD (even before the LHC1604

start-up) in order to select events containing tracks from cosmic rays. It was operated on top of a level-01605

trigger from TOF (TOF back-to-back coincidence). At first, when the online tracking was still under1606

commissioning, the selection was based on coincident charge depositions in multiple layers of any stack.1607

Later, it used the full tracking infrastructure with the condition requiring the presence of at least one track1608

in the event. This was sufficient to suppress the background from the impure level-0 input from TOF.1609
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12.4 Trigger on jets1610

Jets are commonly reconstructed by algorithms which cluster tracks that are close in pseudorapidity and1611

azimuth (η-ϕ plane). The area covered by a TRD stack roughly corresponds to that of a jet cone of1612

radius R = 0.2. This allows the presence of several tracks above a pT threshold within one stack to be1613

used as a signature for a high-pT jet. The TRD is only sensitive to the charged tracks of the jet, which is1614

also the part that is reconstructed using global offline tracking in the central barrel detectors.1615

In pp collisions at
√

s = 8 TeV and p–Pb collisions at
√

sNN = 5.02 TeV, the trigger sampled the anticipated1616

integrated luminosity of about 200 nb−1 and 1.4 nb−1 in RUN 1, respectively. Figure 54 shows the1617

rejection observed in pp collisions (
√

s = 8 TeV) for the condition of a certain number of global online1618

tracks above a pT threshold within any stack. As a compromise between rejection and efficiency for the1619

triggering on jets, 3 tracks above 3 GeV/c were chosen as a trigger condition. This results in a very good1620

rejection, of about 1.5 ·10−4. The jet trigger was also used in p–Pb collisions, where a good performance1621

was achieved as well. However, the higher multiplicity reduces the rejection slightly.1622

In Fig. 55 the jet pT spectra from the TRD-triggered data sample are shown. The jets were reconstructed1623

using the anti-kt jet finder from the Fastjet package [119] with a resolution parameter of R = 0.4. As1624

expected it extends to significantly larger jet pT than the one from the minimum-bias data sample. In1625

order to judge the bias on the shape of the spectrum, it is compared to an EMCal-triggered sample. At1626

sufficiently high pT above about 50 GeV/c, the shapes of the spectra agree.1627

To further judge the bias on the fragmentation, the raw fragmentation function is shown as reconstructed1628

from the jets in the TRD-triggered data sample in Fig. 56. The commonly used variable ξ is defined as1629

ξ =− log
ptrk

T

pjet
T

. (4)

For the lower jet pT intervals, a clear distortion can be seen at ξ values corresponding to the pT threshold1630

(in the given jet pT interval). It disappears for higher jet pT, and agreement with fragmentation functions1631

obtained from an EMCal-triggered sample is found for jet pT above about 80 GeV/c [71].1632

In order to improve the efficiency of the jet trigger, the counting of tracks can be extended over stack1633

boundaries and, thus, avoid the acceptance gaps introduced between sectors and stacks. Corresponding1634
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Fig. 55: Left: pT spectra of leading jets for the minimum-bias and triggered samples of pp collisions at√
s = 8 TeV [71]. The leading jets are defined as the jets with the highest pT in the event. Right: For com-
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Fig. 56: Fragmentation functions of leading jets from the TRD-triggered sample for jets in different pT intervals
in pp collisions at

√
s = 8 TeV [71]. The leading jets are defined as the jets with the highest pT in the event.

studies are ongoing.1635

12.5 Trigger on electrons1636

During the tracklet reconstruction stage an electron likelihood is assigned to each tracklet allowing for1637

an electron identification (see Section 12.1). It was calculated using a one-dimensional look-up table1638

based on the total accumulated charge (the hardware also allows a two-dimensional LUT). The tracklet1639

length is taken into account as a correction factor applied to the charge, making the actual look-up table1640

universal across the detector. The look-up table is created from reference charge distributions of clean1641

electron and pion samples obtained through topological identification (see Section 11).1642

In order to select electrons at the trigger level, a combination of a pT threshold and a PID threshold can be1643

used. The thresholds were optimised for different physics cases. For electrons from semileptonic decays1644

of heavy-flavour hadrons, the goal was to extend the pT reach at high values. Thus, a pT threshold of1645

3 GeV/c was chosen and the PID threshold was adjusted to achieve a rejection of minimum-bias events1646

by a factor of about 100. For the measurement of quarkonia in the electron channel, a pT threshold1647

of 2 GeV/c was chosen to cover most of the total cross-section. The PID threshold was increased to1648
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achieve a similar rejection as for the heavy-flavour trigger. Both triggers were used in pp and p–Pb (and1649

Pb–p) collisions and share a large fraction of the read-out bandwidth. For example in p–Pb collisions1650

at
√

sNN = 5.02 TeV recorded during RUN 2, about 45% of the events of both electron triggers with late1651

conversion rejection (see below) overlap.1652

The main background of the electron triggers is caused by the conversion of photons in the detector1653

material at large radii just in front of or at the beginning of the TRD. The emerging electron-positron1654

pairs look like high-pT tracks and are likely to also be identified as electrons as well. This background1655

is suppressed by requiring (in addition to the thresholds explained above) at least five tracklets, one of1656

which must be in the first layer. The background can be further reduced by requiring that the online track1657

can be matched to a track in the TPC. However, this can not be done during the online tracking, but only1658

during the offline analysis or in the HLT during data taking.1659

To judge the performance of the triggers, electron candidates are identified using the signals from TPC,1660

TOF, and TRD. For TPC and TOF the selection is based on nσe , i.e. the deviation of the measured signal1661

from the expected signal normalised to the expected resolution. Figure 57 shows the distribution of this1662

variable for the TPC as a function of the track momentum p. The data sample was derived using an1663

electron trigger with a pT threshold of 3 GeV/c and cleaned in the offline analysis by requiring matching1664

with TPC tracks, i.e. rejecting electrons from photon conversions. Above 3 GeV/c the enhancement of1665

electrons is clearly visible in the region around nσTPC
e

= 0.1666

The enhancement due to the TRD electron trigger in comparison to the minimum-bias trigger is also1667

clearly visible in Fig. 58, which shows a projection of nσTPC
e

in a momentum interval for both data1668

samples. A further suppression of hadrons can be achieved by exploiting the offline PID of the TRD (see1669

Section 11). Figure 59 shows the pT spectra of electron candidates with 6 layers identified using the TPC1670

and the TOF in the minimum-bias and triggered data sample. The expected onset at the trigger threshold1671

of 3 GeV/c is observed for the triggered events and shows in comparison to the corresponding spectrum1672

from minimum-bias collisions an enhancement of about 700.1673

The dominant background for the electron triggers, i.e. the conversion of photons at large radii close to1674

the TRD entrance and in the first part of the TRD, was addressed before RUN 2. The pT reconstruction1675
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in the online tracking assumes tracks originating from the primary vertex, which results in a too-high1676

momentum for the electrons and positrons from ‘late conversions’ as shown in Fig. 60. An online re-1677

jection based on the calculation of the sagitta in the read-out chambers was implemented and validated.1678

For a sagitta cut of ∆1/pT = 0.2 c/GeV an increased rejection of a factor of 7 at the same efficiency1679

was achieved in pp collisions at
√

s = 13 TeV [120]. For this selection criterion about 90% of the late1680

conversions are removed, while about 70% of the good tracks are kept. This improvement allows only1681

those tracks to be used for the electron trigger which are not tagged as late conversions. This setting was1682

already successfully used in RUN 2.1683

12.6 Trigger on nuclei1684

A trigger on light nuclei was used for the first time in the high-interaction p–Pb and Pb–p data taking at1685 √
sNN = 5.02 TeV in 2016. It exploits the much higher charge deposition from multiply-charged particles.1686

The trigger enhances mainly the statistics of doubly-charged particles (Z = 2), i.e. 3He and 4He. The1687

trigger was operated with an estimated efficiency of about 30% at a rejection factor of about 600.1688

This trigger is also used in the pp data taking at 13 TeV during RUN 2 to significantly enhance the sample1689

of light nuclei. The trigger does not just enhance the sample of particles with Z = 2, but also of deuteron,1690

triton and hypertriton (a bound state of a proton, a neutron and a lambda hyperon, which decays weakly1691

into a 3He and a pion) nuclei. This will allow a precise determination of the mass and the lifetime of the1692

latter.1693

13 Summary1694

The physics objectives of the TRD together with the challenging LHC environment have led to an ambi-1695

tious detector design. This required the development of a new chamber design with radiator and electron-1696

ics. After extensive tests of individual components and the full system, as well as commissioning with1697

cosmic-ray tracks, the detector was ready for data taking with the first collisions provided by the LHC1698
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in 2009. During RUN 1, the original setup of 7 installed supermodules was further extended, reaching a1699

maximum coverage of 13/18 in azimuth. The detector was completed in the LS 1 before RUN 2. Since1700

then it provides coverage of the full azimuthal acceptance of the central barrel. Read-out and trigger1701

components were also upgraded. The developed gas system, services and infrastructure, read-out and1702

electronics, and the Detector Control System allow the successful operation of the detector. The xenon-1703

based gas mixture (over 27 m3) essential for the detection of the TR photons is re-circulated through1704

the detector in order to reduce costs. To minimise the dead time and to cope with the read-out rates for1705

heavy-ion data taking in RUN 2, the data from the detector are processed in a highly parallelised read-out1706

tree using a multi-event buffering technique, with link speeds to the DAQ of about 4 Gbit/s. Failsafe and1707

reliable detector operation and its monitoring was achieved. The resulting running efficiencies are about1708
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100% at read-out rates ranging from 100 Hz to 850 Hz in pp and p–Pb collisions, and up to 350 Hz in1709

Pb–Pb collisions.1710

Robust schemes for calibration, alignment and tracking were established. The TRD adds roughly 70 cm1711

to the lever arm of the other tracking detectors in ALICE. The q/pT resolution of high transverse mo-1712

mentum tracks at 40 GeV/c is thus improved by about 40%. In addition, the TRD increases the precision1713

and efficiency of track matching of the detectors that lie behind it. Tracks anchored to the TRD are1714

essential to correct the space charge distortions in the ALICE TPC.1715

Several hadron and electron identification methods were developed. The electron identification perfor-1716

mance is overall better than the design value. At 90% electron efficiency, a pion rejection factor of1717

about 70 is achieved at a momentum of 1 GeV/c for simple identification algorithms. When using the1718

temporal evolution of the signal, a pion rejection factor of up to 410 is obtained.1719

The complex and efficient design of the trigger allows the provision of triggers based on transverse mo-1720

mentum and electron identification in just about 6 µs after the level-0 trigger. This procedure successfully1721

provides enriched samples of high-pT electrons, light nuclei, and jets in pp and p–Pb collisions. In pp1722

collisions, e.g. at
√

s = 8 TeV, the jet trigger has efficiently sampled the foreseen integrated luminosity1723

of about 200 nb−1 during RUN 1 with a constant rejection of around 1.5 ·10−4. The TRD will contribute1724

further to the physics output of the experiment in various areas, giving enriched samples of electrons,1725

light nuclei and jets due to the trigger capabilities as well as its contributions to tracking and particle1726

identification.1727
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