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Abstract

High-energy jets recoiling against missing transverse energy (MET) are powerful
probes of dark matter at the LHC. Searches based on large MET signatures require a
precise control of the Z(νν̄)+ jet background in the signal region. This can be achieved
by taking accurate data in control regions dominated by Z(`+`−)+ jet,W (`ν)+ jet and
γ+ jet production, and extrapolating to the Z(νν̄)+ jet background by means of precise
theoretical predictions. In this context, recent advances in perturbative calculations
open the door to significant sensitivity improvements in dark matter searches. In this
spirit, we present a combination of state-of-the-art calculations for all relevant V+ jets
processes, including throughout NNLO QCD corrections and NLO electroweak correc-
tions supplemented by Sudakov logarithms at two loops. Predictions at parton level
are provided together with detailed recommendations for their usage in experimental
analyses based on the reweighting of Monte Carlo samples. Particular attention is
devoted to the estimate of theoretical uncertainties in the framework of dark matter
searches, where subtle aspects such as correlations across different V+ jet processes
play a key role. The anticipated theoretical uncertainty in the Z(νν̄)+ jet background
is at the few percent level up to the TeV range.
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1 Introduction

The signature of missing transverse energy (MET) is one of the most powerful tools in
the interpretation of data from hadron colliders. In the Standard Model (SM), MET
arises from the neutrinos from the decay of W and Z bosons, and it can be used in their
identification and study, as well as in the identification and study of Higgs bosons, top
quarks and other SM particles whose decay products include W or Z bosons. But MET
is also an almost omnipresent feature of theories beyond the SM (BSM), where it can be
associated to the decay of new particles to W and Z bosons, or directly to the production
of new stable, neutral and weakly interacting particles. Typical examples are theories
with dark matter (DM) candidates, or Kaluza-Klein theories with large extra dimensions.
Depending on the details, MET is accompanied by other model-discriminating features,
such as the presence of a small or large multiplicity of hard jets, or of specific SM particles.
The experimental search for these extensions of the SM relies on a proper modeling of
the SM backgrounds to the MET signature. The determination of these backgrounds is
ideally done by using data control samples, but theoretical input is often helpful, or even
necessary, to extend the experimental information from the control to the signal regions,
or to extend the application range of the background predictions and to improve their
precision [1–3].

In this paper we focus on the theoretical modeling of the SM V+ jet backgrounds to
inclusive production of large MET recoiling against one or more hadronic jets. These final
states address a broad set of BSM models, where the production of an otherwise invisible
final state is revealed by the emission of one or more high-pT jets from initial state radiation,
where pT is the momentum in the transverse plane.1 Recent publications by ATLAS [5]
and CMS [6, 7], relative to LHC data collected at

√
s = 13TeV, document in detail the

current experimental approaches to the background evaluation. The leading background is
1For a recent comprehensive review of DM models leading to this class of signatures, see e.g. [4].
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Figure 1: Production rates for V+ jet(s), for various decay channels, as a function of the
minimum pT of the vector boson. Decays into `± = e±, µ± and νe, νν , ντ are included.
The number of events, N , is normalized to 300 fb−1 of LHC data at

√
s = 13TeV, and

includes the basic selection cuts listed in the main body of the paper. The log lower panel
shows the statistical uncertainties, calculated as 1/

√
N . The gray band in the lower panel

indicates the regime of 1–10% statistical uncertainty.

Z(νν̄)+ jet production, followed by W (`ν)+ jet (in particular for ` = τ or when the lepton
is outside of the detector).2 The experimental constraints on Z(νν̄)+ jet production at
large MET can be obtained from accurate measurements of V+ jet production processes
with visible vector-boson signatures. It is quite obvious, for example, that the measurement
of Z(`+`−)+ jets with ` = e, µ is the most direct and reliable proxy for Z(νν̄)+ jets. This
control sample, however, is statistics limited, due to the smaller branching ratio of Z bosons
to charged leptons relative to neutrinos. To extrapolate the shape of the Z spectrum to
the largest pT values, therefore, requires a theoretical prediction. The larger statistics of
W (`ν)+ jets and γ+ jets events makes it possible to directly access the relevant pT range,
but the relation between their spectra and the Z spectrum needs, once again, theoretical
guidance.

To put things into a concrete perspective, Figure 1 shows the expected event rates, and
the relative statistical uncertainty, for 300 fb−1 of integrated luminosity at 13TeV. The
extrapolation to the O(100 fb−1) and O(3000 fb−1) expected from the full run 2 and at the
end of the full LHC programme, respectively, is straightforward. The Z(`+`−)+jets data
allow for a direct estimate of the Z(νν̄)+jets rate with a statistical precision below 1% for
pT up to about 600GeV. Using theW (`ν)+jets or γ+jets data could in principle extend this
range up to about 900GeV. Beyond this value, the statistical precision of the W (`ν)+jets
and γ+jets events remains a factor of two better than that of the Z(νν̄)+jets signal. In
order to ensure that the theoretical systematics in the extrapolation from the W+jets
and γ+jets rates to the Z+jets rates remains negligible with respect to the statistical
uncertainty, the former should be kept at the level of a few percent up to pT ∼ 2TeV,
and around 10% up to pT ∼ 2.5 − 3TeV, which is the ultimate kinematic reach for the
Z(νν̄)+jets signal at the end of LHC data taking.

2Other backgrounds (such as QCD multijets, tt̄ or pairs of gauge bosons) are suppressed, and their
contribution to the overall uncertainty is well below the percent level.
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The main result of this work is to prove that, thanks to the recent theoretical advances,
these goals can be met. This proof requires the analysis of a series of possible effects. On
the one hand, the theoretical extrapolation to larger pT of the very precise Z(`+`−)+jets
data requires firm control over the shape of the distribution. Several effects, from the choice
of parton distribution functions (PDFs) to the choices made for the renormalisation and
factorisation scales used in the calculations, can influence the extrapolation. On the other
hand, the level of correlation between the W , γ and Z spectra must be kept under control.
At large pT, in particular, large and process-dependent corrections arise due to the growth
of the electroweak (EW) corrections, and these may spoil the correlation induced by pure
QCD effects. For our analysis we shall use the most up-to-date theoretical predictions
available today for the description of vector boson production at large pT. On the QCD
side, we rely on the next-to-next-to-leading order (NNLO) calculations, which appeared
recently for Z+jet [8–12], W+jet [13, 14] and γ+jet [15, 16] production. On the EW
side, we apply full NLO calculations for Z+jet [17–19], W+jet [19, 20] and γ+jet [21]
production with off-shell decays of the Z and W bosons. Given the strong enhancement
of EW Sudakov effects in the TeV region, we also include 2-loop logarithmic terms at
next-to-leading logarithmic (NLL) accuracy for all V+ jet processes [23–26]. An extensive
assessment and discussion of the estimates of missing higher-order terms, and of the relative
systematics, is given in the main body of this paper. In particular, in order to address
non-trivial issues that arise in the context of dark matter searches, we introduce a global
framework for the estimate of theoretical uncertainties in all V+ jet processes, taking into
account correlation effects across different processes and pT regions. Also the uncertainties
associated with the combination of QCD and EW corrections are discussed in detail.

From the experimental perspective, the determination of the background composition
in signal and control regions, and the modeling of other key aspects of experimental analy-
ses (e.g. lepton identification and reconstruction, missing energy, etc.) require a theoretical
description of the various V+ jets processes at the particle level. Typically, this is provided
by Monte Carlo (MC) samples based on multi-jet merging at LO or NLO QCD, and the
reweighting of MC events is a standard approach that allows one to implement various pos-
sible improvements, such as higher-order QCD or EW corrections. For the fit of MC pre-
dictions to data, ATLAS and CMS analyses rely on the profile likelihood approach, where
experimental and theoretical uncertainties are described in terms of nuisance parameters
with Gaussian distributions. In this context, the correlations of theoretical uncertainties
across pT bins (shape uncertainties) and across different V+ jets processes play a key role
for searches at large MET.

For the implementation of higher-order QCD and EW corrections and for the estimate
of theoretical uncertainties in the experimental analysis framework, we propose a proce-
dure based on a one-dimensional reweighting of MC samples. The proposed framework
should enable the experiments to carry out their profile likelihood approach, quantifying
the impact of the theoretical systematics in their analyses, and validating directly with
data the reliability and robustness of the theoretical inputs. In this respect, we would like
to stress that, independently of the application to BSM searches, the results in this paper
provide a framework for incisive validations of the theoretical calculations. Furthermore,
these results might allow for further constraints on PDFs [3, 27].

If the experimental analyses of the MET+jets channel should confirm the usefulness
of the approach we propose, the same framework could be adapted to more complex or
exclusive final states, in which for example MET is accompanied by a large number of
(hard) jets or by specific objects (photons, heavy quarks, Higgs, etc). These extensions are
left for future studies.

The structure of this paper is as follows: In Section 2 we introduce the reweighting
technique, to incorporate in a MC analysis the effect of higher-order corrections and of
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their systematic uncertainties including correlations. In Section 3 we discuss higher-order
QCD and EW corrections, including the contribution of photon-initiated processes and
real vector boson emission. We present here our approach to the estimate of the various
systematics, covering QCD scale, shape and process-dependent uncertainties, as well as
uncertainties arising from higher-order EW and mixed QCD–EW corrections. Section 4
describes details of the setup for numerical calculations presented in Section 3, the em-
ployed tools and methods, as well as the detailed definition of physics objects and observ-
ables to be used in the context of MC reweighting. Section 5 contains our summary and
conclusions. As detailed in Appendix A, results for all V+jets processes are available in
form of one-dimensional histograms in the vector-boson pT covering central predictions
and all mentioned uncertainties. Technical plots on the individual sources of QCD and
EW uncertainties are documented in Appendix B.

2 Reweighting of Monte Carlo samples

The reweighting of MC samples is an approximate, but straightforward and easy to im-
plement method of combining (N)LO MC simulations with (N)NLO QCD+NLO EW per-
turbative calculations and to account for the respective uncertainties in a systematic way.
The following formula describes the one-dimensional reweighting of MC samples for V+ jet
production (V = γ, Z,W±) in a generic variable x,

d

dx

d

d~y
σ(V )(~εMC, ~εTH) =

d

dx

d

d~y
σ

(V )
MC(~εMC)

[
d

dxσ
(V )
TH (~εTH)

d
dxσ

(V )
MC(~εMC)

]
. (1)

In the case at hand, i.e. V+ jet production, the one-dimensional parameter x should be un-
derstood as the vector-boson transverse momentum, x = p

(V )
T , while ~y generically denotes

the remaining variables of the fully differential kinematic dependence of the accompanying
QCD and QED activity, including both extra jet and photon radiation, as well as leptons
and neutrinos from hadron decays. It is implicitly understood that d

dx
d
d~yσ depends on x

and ~y, while in d
dxσ the variables ~y are integrated out.

The labels MC and TH in Eq. (1) refer to Monte Carlo and higher-order theoretical
predictions, respectively, and the related uncertainties are parametrised through nuisance
parameters ~εTH, ~εMC. Our recommendations for theory uncertainties in Section 3 are for-
mulated in terms of intervals for the related nuisance parameters,

− 1 < εTH,k < 1, (2)

which pragmatically should be understood as the 1σ range of Gaussian uncertainties.
Monte Carlo uncertainties, described by ~εMC, must be correlated in the numerator and

denominator on the r.h.s. of Eq. (1), while they can be kept uncorrelated across different
processes (apart from Z(νν̄) + jet and Z(`+`−) + jet).

We note that, as opposed to an approach based only on ratios of pT distributions, where
theory is used for extrapolations across different processes at fixed pT, MC reweighting is
more powerful as it supports all possible extrapolations across different processes and pT

regions. In particular, it makes it possible to exploit V+ jet precision measurements at
moderate pT in order to constrain Z(νν̄) + jet production in the TeV region.

A further advantage of the reweighting approach (1) lies in the fact that the three
terms on the r.h.s. of Eq. (1) do not need to be computed with the same numerical setup
(parameters, cuts, observables, etc.). More precisely, only the definition of the variable x
and the binning of its distribution need to be the same in all three terms. Scale choices,
QCD and EW input parameters and PDFs should be the same only in the numerator and
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denominator of

RMC(x, ~y) =

d
dx

d
d~yσ

(V )
MC

d
dxσ

(V )
MC

, (3)

but can be chosen in a different way in σ(V )
TH , provided that QCD and EW corrections them-

selves are computed using the same settings. Vice versa, possible cuts must be identical
only in the numerator and denominator of

RTH/MC(x) =
d

dxσ
(V )
TH

d
dxσ

(V )
MC

, (4)

while particle-level MC predictions, d
dx

d
d~yσ

(V )
MC, can be subject to more exclusive or inclusive

cuts in the experimental analysis.
For an optimal combination of higher-order calculations and MC predictions, two con-

ditions should be fulfilled. On the one hand, theory calculations should describe the dis-
tribution in the reweighting variable with higher (or at least equal) precision as compared
to the MC sample,

∆

[
d

dx
σ

(V )
TH

]
≤ ∆

[
d

dx
σ

(V )
MC

]
. (5)

On the other hand, the MC sample should be more accurate than TH calculations in
describing the correlation between x and all other variables ~y,

∆

 d
dx

d
d~yσ

(V )
MC

d
dxσ

(V )
MC

 ≤ ∆

 d
dx

d
d~yσ

(V )
TH

d
dxσ

(V )
TH

 . (6)

More precisely, condition (6) needs to be fulfilled only for those aspects of V+ jet events
that are relevant for the actual experimental analysis.

As concerns the first condition, we note that, depending on the choice of the observable
x, using state-of-the-art theory calculations that involve higher-order QCD and EW cor-
rections may not guarantee that Eq. (5) is fulfilled. In fact, there are a number of aspects,
i.e. resolved multi-jet emissions, the resummation of soft logarithms in the region of small
vector-boson pT, soft QCD radiation of non-perturbative origin, multiple photon radia-
tion, or neutrinos and charged leptons resulting from hadron decays, for which fixed-order
perturbative calculations are less accurate than MC simulations.

Thus, the reweighting variable x should be defined such as to have minimal sensitivity
to the above-mentioned aspects. In this respect, due to its reduced sensitivity to multiple
jet emissions, the vector-boson pT is a natural choice. However, in order to fulfil Eq. (5),
the region p

(V )
T � MV should be excluded from the reweighting procedure, unless QCD

Sudakov logarithms are resummed to all orders in the theoretical calculations. Moreover,
in order to simultaneously fulfil conditions (5) and (6), any aspect of the reconstructed
vector-boson pT that is better described at MC level should be excluded from the defini-
tion of x and included in ~y. This applies, as discussed in Section 4, to multiple photon
emissions off leptons, and to possible isolation prescriptions for the soft QCD radiation
that surrounds leptons or photons. In general, purely non-perturbative aspects of MC
simulations, i.e. MPI, UE, hadronisation and hadron decays, should be systematically ex-
cluded from the definition of the reweighting variable x. Thus, impact and uncertainties
related to this non-perturbative modelling will remain as in the original MC samples.

It should be stressed that the above considerations are meant for dark-matter searches
based on the inclusive MET distribution, while more exclusive searches that exploit ad-
ditional information on hard jets may involve additional subtleties. In particular, for
analyses that are sensitive to multi-jet emissions, using the inclusive vector-boson pT as

5



the reweighting variable would still fulfil Eq. (5), but the lack of QCD and EW correc-
tions to V + 2 jets production in MC simulations could lead to a violation of Eq. (6). In
analyses that are sensitive to the tails of inclusive jet-pT and HT distributions this issue is
very serious, and QCD+EW corrections should be directly implemented at MC level using
multi-jet merging [19].

In general, as a sanity check of the reweighting procedure, we recommend verifying
that, for reasonable choices of input parameters and QCD scales, (N)NLO QCD calcula-
tions and (N)LO merged MC predictions for vector-boson pT distributions are in reasonably
good agreement within the respective uncertainties. Otherwise, in case of significant MC
mismodelling of the d

dxσ
(V ) distribution, one should check the reliability of the MC in ex-

trapolating TH predictions from the reweighting distribution to other relevant observables.
In general, one could check whether the one-dimensional reweighting via the variable x

in Eq. (1) can in fact reproduce the dependence of the corrections in other kinematic vari-
ables that are relevant for the experimental analysis. To this end, distributions of σ(V )

w.r.t. another kinematic variable x′ should be calculated upon integrating Eq. (1). Switch-
ing on and off the corrections on the r.h.s. of Eq. (1) in σ(V )

TH and taking the ratio of the
obtained differential cross sections σ(V ), produces the relative correction to the x′ distribu-
tion that could be directly compared to the corresponding result directly calculated from
σ

(V )
TH .3

Finally, it is crucial to check that state-of-the-art predictions for absolute dσ/dpT

distributions agree with data for the various visible final states.

3 Higher-order QCD and EW predictions

Precise theory predictions for V+ jet production require QCD and EW higher-order cor-
rections, mixed QCD–EW contributions, as well as photon-induced contributions,

d

dx
σ

(V )
TH =

d

dx
σ

(V )
QCD +

d

dx
∆σ

(V )
EW +

d

dx
∆σ

(V )
mix +

d

dx
σ

(V )
γ−ind.. (7)

State-of-the art QCD and EW predictions and the related theoretical uncertainties are
discussed in Sections 3.1–3.2. Section 3.3 is devoted to photon-induced channels and PDF
uncertainties. In Section 3.4 we discuss the real emission of vector bosons. Mixed correc-
tions of O(ααS) are addressed in Section 3.5 by means of a factorised combination of QCD
and EW corrections.

Besides the general theoretical framework, in this section we present various plots that
illustrate the effect of higher-order corrections and uncertainties for pp → V+ jet at a
centre-of-mass energy of 13TeV. The input parameters, as well as the relevant selection
criteria for observables involving leptons and photons, are specified in Section 4. As is
well known, photon isolation plays a critical role for the behaviour of QCD corrections
in γ+ jet production and for the correlation of QCD uncertainties between γ+ jet and
Z/W+ jet production. The issue of photon isolation is discussed in detail in Section 4.1,
where we propose a dynamic cone isolation prescription that renders the QCD dynamics of
pp → γ+ jet and pp → Z/W+ jet very similar at large transverse momenta. This feature
provides a very convenient basis for a systematic modelling of the correlation of QCD
uncertainties between the various V+ jet production processes as discussed in Section 3.1
and 4.1. In Section 4.4 we detail the tools that have been employed for obtaining the
predictions presented in this work.

For the sake of a complete documentation, we provide data sets (see Appendix A) for
vector-boson pT spectra above 30 GeV, while we plot results starting at 80GeV. We note

3This procedure should be restricted to variables x′ that can be described with decent accuracy both
in perturbative calculations and in the MC simulations.
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that in the region of pT
<∼ 100 GeV there are potential sources of systematics that we are not

controlling or even discussing, as they would require a separate study. These arise from the
resummation of QCD Sudakov logarithms or from non-perturbative effects (e.g. an order
ΛQCD average shift of the vector boson pT associated with the asymmetry of colour flow
in the final state). Furthermore, as shown later, a reliable correlation between the Z/W
spectra and the photon spectrum requires pT to be large enough so that fragmentation
contributions in γ+jet production become small. We also expect that in the pT regions up
to a few hundred GeV the statistics are sufficient to guarantee that experimental analyses
of missing-ET backgrounds can entirely rely on the direct measurement of the Z spectrum
measured via Z → `+`−. As a result, we believe that our conclusions on the systematic
uncertainties are most reliable and useful for experimental applications in the region of pT

larger than 100–200GeV.

3.1 Higher-order QCD predictions

For perturbative QCD predictions at LO, NLO and NNLO we use the generic notation

d

dx
σ

(V )
QCD =

d

dx
σ

(V )

NkLO QCD
, (8)

with k = 0, 1 or 2. Wherever possible, nominal predictions are provided at NNLO QCD,
i.e. including terms up to4 O(αα3

S). However, as ingredients for the assessment of some
theory uncertainties, also LO and NLO QCD contributions will be used.

For convenience, results at NkLO QCD are systematically expressed in terms of LO
predictions and relative correction factors defined through

d

dx
σ

(V )

NkLO QCD
(~µ) = K

(V )

NkLO
(x, ~µ)

d

dx
σ

(V )
LO QCD(~µ0). (9)

We calculate all NkLO and LO cross sections with one and the same set of NNLO PDFs
as discussed in Section 4.3. The dependence on the renormalisation and factorisation
scales, ~µ = (µR, µF ), is absorbed into the K-factors, while LO predictions on the r.h.s. of
Eq. (9) are taken at the central scale, ~µ0 = (µR,0, µF,0). For the central scale we adopt the
commonly used choice

µR,0 = µF,0 = µ0 = Ĥ ′T/2, (10)

where the total transverse energy, Ĥ ′T, is defined as the scalar sum of the transverse energy
of all parton-level final-state objects,

Ĥ ′T = ET,V +
∑

i∈{q,g,γ}

|pT,i|. (11)

Also quarks (q), gluons (g) and photons that are radiated at (N)NLO are included in
Ĥ ′T, and the vector-boson transverse energy, ET,V , is computed using the total (off-shell)
four-momentum of the corresponding decay products, i.e.

E2
T,Z = p2

T,`+`− +m2
`+`− , E2

T,W = p2
T,`ν +m2

`ν , E2
T,γ = p2

T,γ . (12)

In order to guarantee infrared safety at NLO EW, the scale (11) must be insensitive to
collinear photon emissions off charged fermions. To this end, the vector-boson transverse
energies defined in Eq. (12) should be computed in terms of dressed leptons as specified in
Section 4.1, while |pT,γ | contributions to Eq. (11) should involve only photons that have
not been recombined with charged leptons. It is worth to note that µ0 ≈ pT,V at large
pT,V .

4Here and in the following we adopt a power counting that does not include the extra factor α associated
with vector-boson decays.
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Pure QCD uncertainties

The uncertainty associated with the truncation of the perturbative expansion in αS is
estimated by means of factorisation and renormalisation scale variations. On the one hand,
we consider standard seven-point variations applying, respectively, factor-two rescalings,
i.e.

~µ
(1)
i

µ0
= (1, 1), (2, 2), (0.5, 0.5), (2, 1), (1, 2), (1, 0.5), (0.5, 1), (13)

where i = 0, . . . 6. Nominal predictions and related uncertainties are defined as the centre
and the half-width of the band resulting from the above variations. In terms of K-factors
this corresponds to

K
(V )

NkLO
(x) =

1

2

[
K

(V,max)

NkLO
(x) +K

(V,min)

NkLO
(x)
]
, (14)

δ(1)K
(V )

NkLO
(x) =

1

2

[
K

(V,max)

NkLO
(x)−K(V,min)

NkLO
(x)
]
, (15)

with

K
(V,max)

NkLO
(x) = max

{
K

(V )

NkLO
(x, ~µ

(k)
i ) |0 ≤ i ≤ 6

}
,

K
(V,min)

NkLO
(x) = min

{
K

(V )

NkLO
(x, ~µ

(k)
i ) |0 ≤ i ≤ 6

}
. (16)

Since the shift resulting form the symmetrisation of scale variations in Eq. (14) is encoded
in the K-factors, also the LO K-factor differs from one.

Constant scale variations mainly affect the overall normalisation of pT-distributions and
tend to underestimate shape uncertainties, which play an important role in the extrapola-
tion of low-pT measurements to high pT. Thus, for a reasonably conservative estimate of
shape uncertainties, we introduce an additional variation,

δ(2)K
(V )

NkLO
(x) = ωshape(x) δ(1)K

(V )

NkLO
(x), (17)

where the standard scale uncertainty (15) is supplemented by a shape distortion ωshape(x),
with |ωshape(x)| ≤ 1 and ωshape(x)→ ±1 at high and small transverse momentum, respec-
tively. The function ωshape is defined as

ωshape(pT) = tanh

[
ln

(
pT

pT,0

)]
=
p2

T − p2
T,0

p2
T + p2

T,0

, (18)

and as reference transverse momentum we choose the value pT,0 = 650GeV, which corre-
sponds (in logarithmic scale) to the middle of the range of interest, 0.2–2TeV. As illustrated
in Figure 2, the function ωshape(x) induces asymmetric variations that cover ±75% of the
standard scale variation band for pT ∈ [250, 1750]GeV. Note that, in the combination of
the uncertainties (15) and (17), our choice to have an additional shape variation augments
the standard scale uncertainty by a factor 1 ≤

√
1 + ω2

shape(pT) ≤
√

2.
From the viewpoint of QCD interactions, the various V+ jet production processes are

quite similar to each other at pT,V � MW,Z . However, due to the presence of q → qγ
collinear singularities and the need to suppress them with an appropriate photon-isolation
prescription, QCD corrections in γ+ jet production can feature significant differences as
compared to the case of pp → W/Z+ jet. In Section 4.1 we introduce a dynamic photon
isolation prescription that renders the QCD dynamics of pp→ γ+ jet and pp→ Z/W+ jet
processes almost universal, i.e independent of the nature of the produced vector bosons.
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Figure 2: Shape variation function ωshape(pT) defined in Eq. (18).

With this dynamic photon isolation, which is used as default in this study, QCD K-
factors and related uncertainties are very strongly correlated across all V+ jet processes,
i.e. K(V )

NkLO
(x) and δ(i)K

(V )

NkLO
(x) depend only very weakly on V at high pT.5

The correlation of QCD uncertainties across V+ jet processes plays a key role in fits
of the Z(νν̄)+ jet dark matter background, and the quantitative understanding of such
process correlations belongs to the most important theoretical aspects in dark matter
searches. To this end we introduce a specific uncertainty based on the process dependence
of the highest available term in the perturbative expansion,

∆K
(V )

NkLO
(x) = K

(V )

NkLO
(x)/K

(V )

Nk−1LO
(x)− 1. (19)

Specifically, as a conservative estimate of unknown process correlation effects, we take the
difference of the known QCD K-factors with respect to Z+ jet production,

δ(3)K
(V )

NkLO
(x) = ∆K

(V )

NkLO
(x)−∆K

(Z)

NkLO
(x). (20)

The process correlation uncertainty (20) can be assessed using the central scale (10)
throughout. While the choice of Z+ jet production as reference process is arbitrary, chang-
ing the reference process has very little impact on process correlations since the resulting
overall shift in δ(3)K

(V )

NkLO
(x) cancels to a large extent in ratios of V+ jet cross sections.

Note that, since the V+ jet K-factors of the same order k are strongly correlated, the
small process-dependent parts of K-factors, δ(3)K

(V )

NkLO
(x) � ∆K

(V )

NkLO
, are downgraded

from the status of known higher-order corrections to uncertainties without excessive losses
of accuracy in the nominal NkLO predictions for individual processes.

This modelling of process correlations assumes a close similarity of QCD effects between
all pp→ V+ jet processes. This is achieved by means of the dynamic photon isolation pre-
scription of Section 4.1, while the fact that experimental analyses employ a quite different
photon isolation approach requires an additional γ+ jet specific uncertainty discussed in
Section 4.1.

The above uncertainties can be parametrised through a set of independent nuisance
parameters, ~εQCD, and combined using

d

dx
σ

(V )

NkLO QCD
(~εQCD) =

[
K

(V )

NkLO
(x) +

3∑
i=1

εQCD,i δ
(i)K

(V )

NkLO
(x)

]

× d

dx
σ

(V )
LO QCD(~µ0). (21)

The nuisance parameters εQCD,1, εQCD,2 and εQCD,3 should be Gaussian distributed with
one standard deviation corresponding to the range εQCD,i ∈ [−1,+1]. These parameters

5For what concerns process correlations, it is crucial that (apart from the MV dependence) all V+ jet
processes are evaluated using equivalent dynamical scales.
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Figure 3: Higher-order QCD predictions and uncertainties for Z(`+`−)+jet, W±(`ν)+jet,
and γ+jet production at 13TeV. Absolute predictions at LO, NLO and NNLO QCD are
displayed in the main frame. In the ratio plots all results are normalised to NLO QCD,
and the bands at LO and NLO correspond to the combination (in quadrature) of the
three types of QCD uncertainties, δ(i)KNkLO, i.e. scale uncertainties according to Eq. (15),
shape uncertainties according to Eq. (17), and process-correlation uncertainties according
to Eq. (20). The band at NNLO corresponds to just scale uncertainties.

should be kept uncorrelated, but each εQCD,i-variation should be applied in a correlated
way across pT bins and processes, since correlation effects are consistently implemented in
the δ(i)K

(V )

NkLO
(x) terms.

Numerical results

In Figures 3–5 we show the effect of highers-order QCD corrections on the different V+jets
processes together with the corresponding uncertainty estimates δ(i)KNkLO. See also
Figure 18 in Appendix B. In Figure 3 the three uncertainty contributions are combined
(in quadrature) while in Figure 5 (and in Figure 18) they are shown separately. Ratios
of pT-distributions for different processes are shown in Figure 4. See also Figure 19 in
Appendix B. In Figure 4 again the different QCD uncertainties are combined in quadra-
ture. The NLO corrections and uncertainties to Z+jet and W+jet production are almost
identical over large pT regions, where here and in the following W denotes W+ and W−
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combined.
They amount to 25–30% with respect to LO. Only at very large pT the NLO corrections

to W+jet grow faster than in the case of Z+jet. This results in an increase of the process
correlation uncertainty δ(3)KNLO up to about 5% beyond pT = 2 TeV. For lower pT,
the NLO corrections to the two processes agree at the level of 1–2%. Scale uncertainties
δ(1)KNLO and shape uncertainties δ(2)KNLO amount to 10–15% and are almost identical
for the two processes. Thus they largely cancel in the Z/W ratio. A similar amount
of agreement of the higher-order QCD dynamics can be observed comparing the high-pT

behaviour of Z+jet and γ+jet production. This is a consequence of the dynamical cone
isolation in γ+jet, as discussed above. However, below pT ≈ 200 GeV, mass effects render
the two processes fundamentally different yielding sizeable process correlation uncertainties
in γ+jet. At higher pT, scale and shape uncertainties almost exactly cancel in the Z/γ
ratio, and the total QCD uncertainty is dominated by the process correlation uncertainty.
At pT ≈ 300 GeV the process correlation uncertainty in γ+jet becomes accidentally very
small (see Figure 18) yielding a pinch in the total QCD uncertainty in the Z/γ and theW/γ
ratios. However, one should keep in mind that an additional analysis-dependent photon-
isolation uncertainty, see Section 4.1, has to be considered for these ratios. The NNLO
corrections to the nominal pT-distributions amount to about 5–10% with respect to NLO
and reduce the scale uncertainties at the level of 2–5%. The NNLO corrections behave very
similarly across the different processes, confirming the universality of QCD dynamics in
V+jet production. In fact, as shown in Figure 4, the process ratios are remarkably stable
going from LO via NLO to NNLO. The predictions of the process ratios at NNLO confirm
the percent-level uncertainties anticipated at NLO.

3.2 Electroweak corrections

For EW higher-order corrections we use the notation,

d

dx
σ

(V )
NLO EW =

d

dx
σ

(V )
LO QCD +

d

dx
∆σ

(V )
NLO EW, (22)

d

dx
σ

(V )
nNLO EW =

d

dx
σ

(V )
NLO EW +

d

dx
∆σ

(V )
NNLO Sud,

where ∆σ
(V )
NLO EW denotes exact O(α2αS) contributions, and NNLOSud stands for O(α3αS)

EW Sudakov logarithms in NLL approximation (see below). Their combination is dubbed
nNLOEW as it accounts for the dominant EW effects at NNLO. While our power counting
does not consider the extra factor α associated with vector-boson decays, all predictions
for pp → W/Z+ jet at (N)NLO QCD + NLO EW are at the level of the full processes,
pp → `ν/``/νν+ jet, including off-shell effects and NLO EW corrections in decays. Since
EW Sudakov logarithms do not enter W and Z decays, they are applied only at the level
of pp→ V+ jet production, including off-shell decays at LO.

The EW corrections, similarly as for the QCD ones, are also expressed in terms of
correction factors with respect to LO QCD,

d

dx
σ

(V )
EW(~µ) =

[
1 + κ

(V )
EW(x, ~µ)

] d

dx
σ

(V )
LO QCD(~µ), (23)

where EW stands for NLO EW or nNLO EW. At variance with Eq. (9), here the EW
κ-factors are defined by taking the factorized LO cross section at the same QCD scales,
~µ = (µR, µF), as in the higher-order EW prediction. In this way, since QCD scale variations
at LO QCD and (n)NLO EW have almost identical impact, the relative EW correction is
essentially independent of ~µ. Thus, in practice, κEW can be computed at the fixed reference
scale,

κ
(V )
EW(x, ~µ) ' κ(V )

EW(x, ~µ0) = κ
(V )
EW(x), (24)
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Figure 4: Ratios of pT-distributions for various pp → V+jet processes at LO, NLO QCD
and NNLO QCD. The NLO QCD uncertainties, estimated according to Eq. (15), Eq. (17),
and Eq. (20) are correlated amongst all processes and combined in quadrature. At LO and
NNLO only nominal predictions are shown.

while the scale dependence of σ(V )
EW is generated through σ(V )

LO QCD(~µ) in Eq. (23). Moreover,

the EW correction factor κ(V )
EW is rather insensitive to the choice of PDF set as long as it

is derived from cross sections that are based on the same PDFs. Analogously to Eq. (22),
nNLO EW correction factors are split into a full NLO part and an NNLO Sudakov part,

κ
(V )
nNLO EW(x) = κ

(V )
NLO EW(x) + κ

(V )
NNLO Sud(x). (25)

At NLO EW, all relevant contributions of O(α2αS) are included. In the qq̄ channel,
and in all crossing-related channels, they comprise the following types of corrections:

(a.1) virtual EW corrections to qq̄ → V g;

(a.2) qq̄ → V gγ photon bremsstrahlung;

(a.3) virtual QCD corrections to qq̄ → V γ, which are needed to cancel soft-gluon singu-
larities from (a.2) if the final-state QCD partons are allowed to become unresolved;

(a.4) qq̄ → V q′q̄′ bremsstrahlung, which contributes at O(α2αS) through the interference
of O(eg2

S) and O(e3) tree amplitudes in the same-flavour case, q = q′;

12



δ(1)

δ(2)

δ(3)

Z(ℓ+ℓ−)+ jet
W(ℓν)+ jet
γ+ jet

1

1.2

1.4

1.6

1.8

2

2.2

(N)NLO QCD for V+jet @ 13 TeV

K
N

L
O

1.0

1.05

1.1

1.15

1.2

K
N

N
L

O
/

K
N

L
O

-0.1

-0.05

0

0.05

0.1

0.15

0.2

δ(
1)

K
N

L
O

/
K

N
L

O

-0.2
-0.15

-0.1
-0.05

0
0.05

0.1
0.15

0.2

δ(
2)

K
N

L
O

/
K

N
L

O

100 200 500 1000 3000

-0.2
-0.15

-0.1
-0.05

0
0.05

0.1
0.15

0.2

pT,V [GeV]

δ(
3)

K
N

L
O

/
K

N
L

O
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NLO) for the various pp → V+ jet processes at 13TeV. The bands in the two upper
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Formally at this order in perturbation theory also the following contributions appear and
are not included:

(a.5) γq → V qg photon-induced quark-bremsstrahlung6, at O(α2αS), which plays the dual
role of NLO EW correction to the qq̄ → V g channel and NLO QCD correction to
the γq → V q channel. As discussed in Section 3.3, given the relatively small impact
of γq → V q processes at O(α2), photon-induced contributions of O(αSα

2) will not
be included in the present study;

(a.6) real-boson emission, i.e. pp→ V V ′j, contributes at O(α2αS). However, as discussed
in Section 3.4, in order to avoid double counting with diboson production, such
contributions should be treated as separate background samples and not as part
of the EW corrections to pp→ V j.

At very high transverse momentum, EW corrections are strongly enhanced by Sudakov
effects, and the inclusion of higher-order Sudakov logarithms becomes mandatory in order
to achieve few-percent level accuracy. In the high-pT regime, where all energy scales are far
above the weak-boson mass scale, higher-order virtual EW corrections to hard scattering
cross sections can be described by means of resummation formulas of the type7 [28]

dσEW = exp

{∫ Q2

M2
W

dt

t

[∫ t

M2
W

dτ
γ(α(τ))

τ
+ χ(α(t)) + ξ

(
α(M2

W )
)]}

dσhard, (26)

where γ, χ and ξ are anomalous dimensions depending on the EW quantum numbers of
the scattering particles. The hard cross section has the form

dσhard =

[
1 +

α

π
δ

(1)
hard +

(α
π

)2
δ

(2)
hard + . . .

]
dσBorn, (27)

and the correction factors δ(k)
hard are finite in the limit Q2/M2

W → ∞, while EW Su-
dakov and subleading high-energy logarithms of type αm lnn

(
Q2/M2

W

)
are factorised in

the exponential. Expanding in α = α(M2) with γi(α) = α
πγ

(1)
i + . . . , and α(t) =

α
[
1 + α

π b
(1) ln

(
t
M2

)
+ . . .

]
yields

exp

{
. . .

}
= 1 +

α

π
δ

(1)
Sud +

(α
π

)2
δ

(2)
Sud + . . . . (28)

At NLL level, which is the logarithmic accuracy at which NNLO Sudakov effects are known
for V+ jet production [22–26], the following types of logarithms are available,

δ
(1)
Sud =

∑
i,j

C
(1)
2,ij ln2

(
Q2
ij

M2

)
+ C

(1)
1 ln1

(
Q2

M2

)
,

δ
(2)
Sud =

∑
i,j

C
(2)
4,ij ln4

(
Q2
ij

M2

)
+ C

(2)
3 ln3

(
Q2

M2

)
+O

[
ln2

(
Q2

M2

)]
, (29)

where M = MW ∼ MZ , Q2
ij = |(p̂i ± p̂j)2| are the various Mandelstam invariants built

from the hard momenta p̂i of the V+ jet production process and Q2 = Q2
12 = ŝ.

6Note that, in spite of the fact that we present them as separate terms in Eq. (7), γ-induced contributions
and NLO EW corrections to pp→ V+ jet are interconnected at O(α2αS).

7Here, in order to discuss qualitative features of Sudakov logarithms, we adopt a generic and rather
schematic representation of the asymptotic high-energy limit. In particular, we do not consider some
aspects, such as the helicity dependence of the corrections or SU(2) soft-correlation effects. However, in
the numerical analysis all relevant aspects are consistently included.
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In this work we will employ the explicit NLL Sudakov results of Refs. [22–26], which
have been implemented, in addition to exact NLO QCD+NLO EW amplitudes, in the
OpenLoops matrix-element generator [19, 29]. Let us recall that the results of Refs. [22–26]
are based on the high-energy limit of virtual one- and two-loop corrections regularised with
a fictitious photon mass of orderMW . This generates logarithms of the form αn lnk(ŝ/M2

W )
that correspond to the combination of virtual one- and two-loop EW corrections plus cor-
responding photon radiation contributions up to an effective cut-off scale of order MW . In
the case of V+ jet production, for physical observables that are inclusive with respect to
photon radiation, this approximation is accurate at the one-percent level [21, 23, 26].

In this work we will employ full EW results at NLO and NLL Sudakov logarithms at
NNLO. In the notation of Eqs. (23)–(25), for fully-differential partonic cross sections, this
implies

κNLO EW(ŝ, t̂) =
α

π

[
δ

(1)
hard + δ

(1)
Sud

]
, (30)

κNNLO Sud(ŝ, t̂) =
(α
π

)2
δ

(2)
Sud. (31)

Transverse-momentum distributions including exact NLO EW corrections and Sudakov
logarithms at NLO and NNLO are shown in Figure 6, which confirms that the accuracy
of the Sudakov approximation at NLO is very high, thereby supporting the usage of EW
Sudakov logarithms at NNLO.

Pure EW uncertainties

Assuming that the NLL Sudakov approximation at NNLO is comparably accurate as at
NLO, we can consider unknown Sudakov logarithms beyond NNLO as the dominant source
of EW uncertainty at high pT. Such O(α3) Sudakov terms can be easily estimated via naive
exponentiation, which implies the following relations between NLO, NNLO and NNNLO
terms,

δ
(2)
Sud ' 1

2

[
δ

(1)
Sud

]2
,

δ
(3)
Sud ' 1

3!

[
δ

(1)
Sud

]3
' 1

3
δ

(1)
Sud δ

(2)
Sud. (32)

Based on these relations, we estimate the uncertainty due to unknown high-pT EW effects
beyond NNLO as

δ(1)κ
(V )
nNLO EW(x) =

2

3
κ

(V )
NLO EW(x)κ

(V )
NNLO Sud(x), (33)

which is an approximate implementation of Eq. (32), obtained by neglecting effects from
angular integration and multiplying the term δ

(3)
Sud by a factor two, in order to be conser-

vative.
Besides Sudakov exponentiation effects, we introduce a second source of uncertainty,

defined, at nNLO EW, as 5% of the absolute full NLO EW correction,

δ(2)κ
(V )
nNLO EW(x) = 0.05 |κ(V )

NLO EW(x)|. (34)

This type of uncertainty has a twofold motivation. At high pT, where Sudakov logarithms
dominate, it accounts for unknown terms of order α2 ln2

(
Q2

M2

)
that can arise from effects

of the form (α
π

)2
δ

(1)
hard δ

(1)
Sud = κNLO hard κNLO Sud ' κNLO hard κNLO EW. (35)
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Here, in general, the non-Sudakov factor κNLO hard = (απ )δ
(1)
hard can amount to several per-

cent, e.g. due to photon-bremsstrahlung effects in highly exclusive observables. However,
for the boson-pT distributions considered in this paper, where dressed leptons are used,
the quality of the Sudakov approximation observed in Figure 6 indicates that κNLO hard is
very small. Nevertheless, to be conservative, the uncertainty (34) can accommodate effects
as large as κNLO hard = 5%.

As a second motivation, the uncertainty (34) accounts also for NNLO effects of type(
α
π

)2
δ

(2)
hard, which can become relevant in the case where hard contributions dominate. In

this situation, Eq. (34) amounts to a bound on hard NNLO effects,(α
π

)2
δ

(2)
hard ≤ 0.05κNLO EW ' 0.05

(α
π

)
δ

(1)
hard, (36)

which corresponds to δ
(2)
hard ≤ 0.05π

α δ
(1)
hard ' 20 δ

(1)
hard. This limit should be conservative

enough to hold also in situations where the NLO hard correction is accidentally small with
respect to its NNLO counterpart.

In order to account for the limitations of the Sudakov approximation at nNLO in a
sufficiently conservative way, we introduce an additional source of uncertainty defined as
the difference between the rigorous NLL Sudakov approximation (31) and a naive expo-
nentiation of the full NLO EW correction,

δ(3)κ
(V )
nNLO EW(x) = κ

(V )
NNLO Sud(x)− 1

2
[κ

(V )
NLO EW(x)]2. (37)

This expression provides an estimate of the typical size of terms of type
[
δ

(1)
hard

]2
and

δ
(1)
hard × δ

(1)
Sud. At NLO EW, defining the uncertainties δ(i)κNLO EW in analogy with their

nNLO counterparts in Eqs. (33), (34) and (37), we have

δ(1)κ
(V )
NLO EW(x) =

2

2

[
κ

(V )
NLO EW(x)

]2
,

δ(2)κ
(V )
NLO EW(x) = 0.05,

δ(3)κ
(V )
NLO EW(x) = 0. (38)

The rough estimate (33) of higher-order EW effects, based on naive exponentiation, can
be validated at NLO by comparing the corresponding estimate δ(1)κ

(V )
NLO EW(x) against the

known NLL Sudakov results at NNLO. This is illustrated in Figure 6, which demonstrates
that Eq. (38) (green band) provides a fairly realistic estimate of nNLO EW corrections.
The expected effects beyond nNLO, estimated according to Eqs. (33), (34) and (37), turn
out to be around ±5% in the multi-TeV tails.

Similarly as for QCD uncertainties, the EW uncertainties in Eqs. (33), (34), (37) and
Eq. (38), can be parametrised in terms of nuisance parameters ~εEW and combined via

d

dx
σ

(V )
EW(~εEW, ~εQCD) =

[
κ

(V )
EW(x) +

3∑
i=1

ε
(V )
EW,i δ

(i)κ
(V )
EW(x)

]

× d

dx
σ

(V )
LO QCD(~εQCD), (39)

where EW stands for NLO EW or nNLO EW. The nuisance parameters ε(V )
EW,i should

be Gaussian distributed with one standard deviation corresponding to the range ε(V )
EW,i ∈

[−1,+1], and their variations should be applied in a correlated way across pT-bins. Since
the first uncertainty (33) reflects the universal exponentiation properties of Sudakov EW
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Figure 6: Higher-order EW predictions and uncertainties for different pp → V+ jet pro-
cesses at 13TeV. The main frame displays absolute predictions at LO (blue), NLO EW
(green) and nNLO EW (red), as well as NLL Sudakov logarithms at NLO (black), which
are denoted as nLO EW. In the ratio plots all results are normalised to LO. Uncertainties
at nNLO EW (red band) are evaluated by combining in quadrature the corresponding vari-
ations δ(i)κ

(V )
nNLO EW as defined in Eqs. (33), (34) and (37) and for δ(i)κ

(V )
NLO EW in Eq. (38).

corrections, which permits to predict the magnitude and size of the dominant higher-
order corrections for each individual processes, this variation should be correlated across
processes, i.e. a single nuisance parameter,

ε
(W±)
EW,1 = ε

(Z)
EW,1 = ε

(γ)
EW,1 = εEW,1, (40)

should be used. In contrast, the remaining EW uncertainties (34) and (37) describe sub-
leading NNLO effects whose sign, magnitude and process dependence are unknown. Thus
these uncertainties should be treated as uncorrelated, i.e. independent nuisance parameters
ε

(V )
EW,2 and ε(V )

EW,3 should be used for each process.

Numerical results

In Figure 6 we show absolute predictions and higher-order EW corrections at NLO and
nNLO to the transverse-momentum distribution for the different V+jet processes. Cor-
responding combined uncertainty estimates according to Eq. (33), Eq. (34), and Eq. (37)
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Figure 7: NLO EW (left) and nNLO EW (right) κ-factors for the various pp → V+ jet
processes at 13TeV. The individual uncertainties δ(i)κ

(V )
EW are defined in Eqs. (33), (34)

and (37), at nNLO and in Eq. (38) at NLO. The bands in the main frame correspond to
their combination in quadrature.

are also shown (in Figure 20 in Appendix B the three EW uncertainties are shown sepa-
rately). Furthermore, the exact NLO EW corrections are compared to the NLL Sudakov
approximation at NLO, denoted as nLO EW.

At large transverse momentum the NLO EW corrections are sizeable. Between pT=1–
2TeV they reach 20–50% for Z+jet and W+jet, and 10–15% for γ+jet. They are partially
compensated by the NNLO Sudakov EW corrections, whose size is well covered by the
NLO uncertainty δ(1)κ

(V )
EW. At nNLO the remaining EW uncertainty in W/Z+jet is at the

level of a few percent and below one percent for γ+jet. These findings are summarized in
Figure 7, where the EW corrections at NLO (left) and nNLO (right) are directly compared
for the different processes.

Resulting ratios of pT-distributions for different processes including EW corrections at
NLO and nNLO are shown in Figure 8. Here the three types of EW uncertainties are
combined in quadrature, while in Figure 21 in Appendix B they are shown separately. In
these ratios the uncertainty δ(1)κ

(V )
EW is varied in a correlated way between the numerator

and denominator, while the effect of δ(2)κ
(V )
EW and δ(3)κ

(V )
EW in numerator and denominator

is added in quadrature. The EW corrections significantly change the shape of the different
pT-ratios, with the largest effect observed in the Z(`+`−)/γ and W/γ ratios. In these
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Figure 8: Ratios of pT-distributions for various pp → V+jet processes at LO, NLO EW
and nNLO EW accuracy. Relative uncertainties normalised to nNLO EW are illustrated
in the lower frames. The bands correspond to a combination (in quadrature) of the three
EW uncertainties δ(i)κ

(V )
EW defined in Eqs. (33), (34) and (37) at nNLO and in Eq. (38) at

NLO. As discussed in the text, the uncertainty δ(1)κ
(V )
EW is correlated amongst processes,

while δ(2)κ
(V )
EW and δ(3)κ

(V )
EW are uncorrelated.
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ratios the remaining combined EW uncertainties are at the level of few percent in the TeV
range, reaching about 5% for pT,V = 2 TeV. Interestingly, also the ratios W−/W− and
Z(`+`−)/Z(νν̄) receive non-negligible EW corrections. In the former ratio these originate
from mixed QCD-EW interference contributions, which give relevant (negative) contribu-
tions at very high pT in W++jet production but less in W−+jet production. The latter
ratio receives few percent corrections of QED type.

3.3 Photon-induced production and PDF uncertainties

QED effects associated with the PDFs enter in two ways. Firstly they introduce a photon
parton distribution and so open up partonic channels such as γq → V q′. Secondly they
modify the quark (and even gluon PDFs) both through QED effects in the initial conditions
and especially in the DGLAP evolution.

Photon-induced V+ jet production is accounted for by the tervn cim d
dxσ

(V )
γ−ind. in

eq. (7). It might become relevant in the TeV range, especially in the case of W+ jet
production [19, 20], where the initial-state photon directly couples to a t-channel W . Such
contributions are suppressed by a relative factor α/αS and can be treated at LO, which
corresponds to γq → V q at O(α2) or if necessary at NLO QCD, i.e. up to order O(α2αS),
which comprises

(b.1) virtual QCD corrections to γq → V q;

(b.2) γg → V qq̄ quark bremsstrahlung;

(b.3) γq → V qg gluon bremsstrahlung.

The latter can also be understood as photon-induced quark-bremsstrahlung NLO EW
contribution to the dominant qq̄ channel.

In Figure 9 the impact of LO photon-induced V+ jet production is illustrated, where ef-
fects of the order of 5–10% forW+jet can be observed in the TeV region if CT14qed_inc [30]
or LUXqed PDFs [31] are used. Much larger effects are found with NNPDF30qed [32, 33].
The impact of photon-induced production to Z+jet (and also γ+jet) processes on the other
hand is negligible [17, 18].

Uncertainties due to photon-induced production can be determined through the intrin-
sic LUXqed PDF uncertainty, given that this includes a model-independent, data-driven
determination of the photon distribution. From Figure 9, one sees that these uncertain-
ties are small. Among other recent photon PDFs, CT14qed_inc (uncertainties not shown),
based on a non-perturbative model with limited data-based constraints for the inelastic
contribution, would give somewhat larger uncertainties. NNPDF30qed is model-independent
and data driven, but uses a different approach from LUXqed for deducing the photon distri-
bution from data, which results in large uncertainties in the photon-induced component,
of the order of 100% for pp→ `+ν`+ jet at pT,` = 1TeV [20].

We note that the photon-induced production at LO can be directly included as separate
background processes through dedicated MC simulations, in which case they should be
excluded for the theoretical predictions in Eq. (7).

Concerning the size of the QED effects on the QCD partons, Figure 10 examines the two
main parton luminosities that contribute to the Z+jet process, i.e. gΣ = 2

∑
i(Lgqi +Lgq̄i)

(which dominates) and qq̄ = 2
∑

i Lqiq̄i (which accounts for the remaining 15%−30%).
It shows the ratio of these luminosities in LUXqed_plus_PDF4LHC15_nnlo relative to the
PDF4LHC15_nnlo set on which it is based. The ratio is given as a function of half the
partonic invariant mass, M/2, which is commensurate with the pT of the Z.

Most of the difference between the LUXqed set and PDF4LHC15_nnlo results in Figure 10
comes from the QED effects in the DGLAP evolution [34], with photon emission during the
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Figure 9: The left plot illustrates the impact of photon-induced contributions relative to
pp → V+ jet at LO for different V+ jet processes. Predictions obtained with LUXqed,
CT14qed_inc and NNPDF30qed PDFs are compared. The error band, shown only for the
LUXqed prediction, reflects PDF uncertainties. The right plot shows, based on LUXqed
PDFs, V+jets ratios at NLO QCD with (red) and without (green) γq-induced contributions
at LO.

evolution reducing the momentum in the quarks. This effect reaches about 2% at 2TeV for
the gΣ luminosity. There is also a part of the correction associated with the impact of QED
effects on the initial partons. In the LUXqed set this has been approximated by absorbing
the photon momentum from the gluon distribution in PDF4LHC15_nnlo and keeping the
quarks unchanged at a scale of 10GeV. This is an ad-hoc procedure, however, insofar
as the photon carries only ' 0.3% of the proton momentum (at a scale of 10GeV), the
uncertainty associated with the arbitrariness of this choice should be below 1%.

PDF uncertainties

In addition to QCD and EW uncertainties, also PDF uncertainties should be estimated.
Their role can be significant especially at high-pT, where PDFs tend to be less precise. To
indicate how to keep track of PDF effects in the combination of QCD and EW corrections
we simply write

~εQCD = (εQCD,1, εQCD,2, εQCD,3, εPDF,1, εPDF,2, . . . ), (41)
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Figure 10: Impact of QED effects on the two partonic luminosities (gΣ and qq̄) that con-
tribute dominantly to the Z+jet cross section. The luminosity for producing a system of
mass M from two flavours a and b is defined as Lab =

∫ 1
M2/s

dx
x fa/p(x,M

2)fb/p(
M2

xs ,M
2)

and the gΣ luminosity corresponds to 2
∑

i(Lgqi + Lgq̄i), while the qq̄ luminosity corre-
sponds to 2

∑
i Lqiq̄i , where i runs over quark flavours. The solid red lines correspond to

the ratio of luminosities obtained with the LUXqed_plus_PDF4LHC15_nnlo_100 [31] and
PDF4LHC15_nnlo_100 [35] sets, where a given M/2 value corresponds roughly to the same
pT,Z . The bands represent the PDF4LHC15_nnlo_100 uncertainty, shown for comparison.

meaning that scale variations, process-correlation uncertainties and PDF variations should
be applied at the level of QCD calculations and combined with EW corrections on the same
footing, as explained in Section 3.5. Rather than giving an explicit definition of the εPDF,i’s,
for details of the implementation we simply refer to the PDF4LHC recommendation [35].
PDF variations should be applied in a fully correlated way across processes and pT bins.

In Figure 11 we illustrate the effect of PDF uncertainties within LUXqed (for the quark
and gluon uncertainties based on PDF4LHC15_nnlo_100) for the different V+jets processes
and process ratios at NLO QCD. Up to about 800 GeV the PDF uncertainties on the
nominal pT distributions remain below 2%. In the tails of the distributions the PDF
uncertainties significantly increase. They grow beyond 5% for pT & 1.5 TeV. In the Z/W
ratio the PDF uncertainties cancel almost completely and remain below 0.5(2)% up to
pT ≈ 800(1500) GeV. In the Z/γ and W/γ ratios the PDF uncertainties are at the level
of 1− 2% up to pT ≈ 1300 GeV, while the W−/W+ ratio is subject to PDF uncertainties
beyond 5% already for pT & 1 TeV, driven by uncertainties on the u/d-ratio at large
Bjorken-x [3].

3.4 Real-boson emission

Inclusive diboson production (in particular pp → V V ′+jets) can be understood as the
real-emission counterpart to NLO EW corrections to pp → V+ jet. Both contributions
are separately finite and well defined if V ′ = W,Z. Although they are expected to cancel
against each other to a certain (typically little) extent, in practice one should only make
sure that both types of processes, V+ jets and V V ′(+jets), are included in the analysis, and,
in order to avoid double counting, contributions of type V V ′(+jets) should be included
in separate diboson MC samples and not as EW correction effects in V+ jets samples.
Unless a very strong cancellation is observed (which is typically not the case), there is no
reason to worry about the possible correlation of uncertainties in V+ jets and V V ′(+jets)
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Figure 11: Relative LUXqed_plus_PDF4LHC15_nnlo_100 PDF uncertainties on the nominal
pT distributions for the different pp→ V+jet processes at 13TeV evaluated to NLO QCD
are shown on the left. Corresponding PDF uncertainties for V+ jet ratios are shown on the
right. In the ratios different PDF replicas are correlated across processes and the resulting
errors on the respective ratio are combined in quadrature.

production, i.e. one can treat the respective uncertainties as uncorrelated.
As concerns the accuracy of MC simulations of pp → V V ′(+jets), it is important to

notice that a large diboson background to inclusive vector-boson production at high pT

is expected to arise from pp → V V ′j topologies with a hard back-to-back V j system
accompanied by a relatively soft extra vector boson. This calls for a reliable description
of V V ′+ jet including QCD (and possibly EW) corrections. Thus we recommend the use
of merged diboson samples that include at least one extra jet at matrix-element level. At
the TeV scale, the EW corrections to pp → V V ′+ jet can become quite large [36, 37] and
should ultimately be included, together with the corresponding QCD corrections [38–45].

3.5 Combination of QCD and electroweak corrections

The combination (7) of higher-order predictions presented in the previous sections can be
cast in the form,

d

dx
σ

(V )
TH (~µ) = K

(V )
TH (x, ~µ)

d

dx
σ

(V )
LO QCD(~µ0) +

d

dx
σ

(V )
γ−ind.(x, ~µ), (42)

where

K
(V )
TH,⊕(x, ~µ) = K

(V )

NkLO
(x, ~µ) + κ

(V )
EW(x)K

(V )
LO (x, ~µ) (43)

corresponds to the standard additive combination of QCD and EW corrections as defined
in Eq. (9) and Eqs. (23)–(25). Note that the scale-dependent LO QCDK-factor in Eq. (43)
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is due to the fact that QCD and EW correction factors are normalised to σ(V )
LO QCD(~µ0) and

σ
(V )
LO QCD(~µ), respectively.
Mixed QCD–EW corrections of relative O(ααS) are not known to date. However, in

order to obtain an improved prediction that partially includes such mixed effects, higher-
order EW and QCD corrections can be combined through a factorised prescription8,

K
(V )
TH,⊗(x, ~µ) = K

(V )

NkLO
(x, ~µ)

[
1 + κ

(V )
EW(x)

]
. (44)

This form is motivated by the known factorisation of QCD corrections from the large
Sudakov-enhanced EW corrections at high energies. Moreover, in cases where the multi-
plicative and additive approach are far apart from each other, for instance in the presence of
giant K-factors [19, 49], we know that the former is much more reliable. The difference be-
tween additive and multiplicative combination of QCD and EW corrections is twofold. On
the one hand, the multiplicative prescription (44) leads to mixed terms of relative O(ααS)
that can become sizeable when QCD and EW corrections are simultaneously enhanced.
On the other hand, irrespectively of the size of QCD corrections, when EW corrections
are large the additive approach (43) leads to a significant growth of scale uncertainties
as compared to NLO QCD. In contrast, since the relative EW correction factors κ(V )

EW(x)
are essentially insensitive to QCD scale variations, combining EW and QCD corrections
in the multiplicative approach (44) results in the same scale dependence as for pure QCD
predictions.

Useful insights into the typical size of mixed EW–QCD NNLO corrections to pp →
V+ jet can be gained by studying the NLO EW corrections to pp → V + 2 jets [19, 50],
which enter at the same order and represent the real–virtual part of the full NNLO mixed
corrections. In particular, the differences between NLO EW K-factors for V+ jet and
V +2 jets, shown in Figure 12 for pp→ Z/W+1, 2 jets, can provide a quantitative estimate
of non-factorising NNLO mixed corrections. It turns out that the correspondence between
EW K-factors for different jet multiplicities9 provides strong support for the hypothesis of
EW–QCD factorisation.

QCD-EW combination with uncertainties of relative O(ααS)

Based on the above observations, we recommend to combine QCD and EW corrections
according to the multiplicative prescription (44), while the difference with respect to the
additive approach (43) can be used as input in order to model the uncertainty due to non-
factorised mixed EW–QCD effects. Thus, including QCD+EW predictions and related
uncertainties as specified in Eq. (21) and Eq. (39), we define

K
(V )
TH (x, ~εQCD, ~εEW, εmix) = K

(V )
TH,⊗(x, ~εQCD, ~εEW) + εmix δK

(V )
mix(x)

=

[
K

(V )

NkLO
(x) +

3∑
i=1

εQCD,i δ
(i)K

(V )

NkLO
(x)

]

×
[

1 + κ
(V )
EW(x) +

3∑
i=1

ε
(V )
EW,i δ

(i)κ
(V )
EW(x)

]
+ εmix δK

(V )
mix(x), (45)

where the mixed EW–QCD uncertainty reads

δK
(V )
mix(x) = 0.1

[
K

(V )
TH,⊕(x, ~µ0)−K(V )

TH,⊗(x, ~µ0)
]
, (46)

8See, e.g. Refs. [46–48] for a factorised treatment of QCD and EW corrections for Higgs-strahlung and
vector-boson fusion processes.

9To be precise, above 1TeV we observe small deviations of 1–3%. In the case of pp → W+ jet, such
effects are due to mixed EW–QCD interference contributions of O(αSα

2) in channels of type qq → qqW
(see the difference between red and magenta curves in Figure 12).
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Figure 12: NLO EW predictions for the production of Z(`+`−)+jets (left) and
W±(`ν)+jets (right) at 13TeV. The NLO EW corrections for pp → V + 1 jet (blue) and
pp→ V + 2 jets are compared (green). In the V + 2 jet predictions we require, besides the
inclusive event selection detailed in Section 4, at least two anti-kT jets with R = 0.4 and
pT > 30 GeV (without any η cuts). The lower ratio plot shows the difference in the EW cor-
rections between the one- and two-jet processes, ∆κNLO EW = κV jjNLO EW − κ

V j
NLO EW for the

full NLO EW corrections (red) and excluding the finite mixed QCD-EW bremsstrahlung
interference contributions to pp→ V + 1 jet (magenta).

and the related nuisance parameter should be Gaussian distributed with one standard
deviation corresponding to the range εmix ∈ [−1,+1]. This rather small value of the factor
0.1 in Eq. (46) reflects the high degree of EW–QCD factorisation observed in Figure 12.
Variations of εmix should be correlated across different processes.

In Figure 13 the difference between the additive and the multiplicative combination
of QCD and EW corrections together with the corresponding uncertainty estimate (46) is
shown for the various V+jet processes.

4 Setup for numerical predictions

In this section we define physics objects (Section 4.1), acceptance cuts and observables
(Section 4.2), input parameters (Section 4.3) and tools (Section 4.4) used in the theoretical
calculations for pp→W±/Z/γ+ jet.

The definitions of physics objects, cuts and observables—which specify the setup for
the reweighting procedure discussed in Section 2—should be adopted both for theoretical
calculations and for their Monte Carlo counterpart in the reweighting factor (3). The
details of the reweighting setup are designed such as to avoid any possible deficit in the
perturbative predictions (e.g. due to lack of resummation at small pT) and any bias due
to non-perturbative aspects of Monte Carlo simulations (e.g. leptons and missing energy
from hadron decays). Let us also recall that this setup is completely independent of the
physics objects, cuts and observables employed in the experimental analyses.

As concerns input parameters and PDFs, the recommendation of Section 4.3 should be
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Figure 13: Comparison of additive (green) and multiplicative (red) combination of NLO
QCD and nNLO EW corrections for various pp → V+jet processes at 13TeV. The red
band corresponds to the mixed QCD–EW uncertainty (46). The NLO QCD result without
EW corrections is shown in blue.

applied to all QCD and EW higher-order calculations. In particular, it is mandatory to
compute (N)NLO QCD and EW corrections in the same EW input scheme, otherwise NLO
EW accuracy would be spoiled. Instead, Monte Carlo simulations and the corresponding
d

dxσ
(V )
MC contributions to the reweighting factor (3) do not need to be based on the same

input parameters and PDFs used for theory predictions.
We recommend handling W/Z + jet production and decay on the Monte Carlo side as

the full processes pp→ ``/`ν/νν + jet, i.e. with a consistent treatment of off-shell effects,
as is done on the theory side.

4.1 Definition of physics objects

In the following we define the various physics objects relevant for higher-order perturbative
calculations and for the reweighting in the Monte Carlo counterparts in Eq. (3).

Neutrinos

In parton-level calculations of pp → ``/`ν/νν + jet, neutrinos originate only from vector-
boson decays, while in Monte Carlo samples they can arise also from hadron decays. In
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order to avoid any bias in the reweighting procedure, only neutrinos arising from Z and
W decays at Monte Carlo truth level should be considered.

Charged leptons

Distributions in the lepton pT and other leptonic observables are known to be highly
sensitive to QED radiative corrections, and the differences in the treatment of QED ra-
diation on Monte Carlo and theory side can lead to a bias in the reweighting procedure.
This should be avoided by using dressed leptons, i.e. recombining all leptons with nearly
collinear photons that lie within a cone

∆R`γ =
√

∆φ2
`γ + ∆η2

`γ < Rrec. (47)

For the radius of the recombination cone we employ the standard value Rrec = 0.1, which
allows one to capture the bulk of the collinear final-state radiation, while keeping contam-
ination from large-angle photon radiation at a negligible level. All lepton observables as
well as the kinematics of reconstructed W and Z bosons are defined in terms of dressed
leptons, and, in accordance with standard experimental practice, both muons and electrons
should be dressed. In this way differences between electrons and muons become negligible,
and the reweighting function needs to be computed only once for a generic lepton flavour
`.

Similarly as for neutrinos, only charged leptons that arise from Z and W decays at
Monte Carlo truth level should be considered. Concerning QCD radiation in the vicinity
of leptons, no lepton isolation requirement should be imposed in the reweighting procedure.
In the experimental analysis lepton isolation cuts can be applied in the usual manner.

Z and W bosons

The off-shell four-momenta of W and Z bosons are defined as

pµ
W+ = pµ

`+
+ pµν` , pµ

W− = pµ
`− + pµν̄` , (48)

pµZ = pµ
`+

+ pµ
`− , pµZ = pµν` + pµν̄` , (49)

where the leptons and neutrinos that result from Z and W decays are defined as discussed
above.

Photons

At higher orders in QCD, photon production involves final-state q → qγ splittings that lead
to collinear singularities when QCD radiation is emitted in the direction of the photon mo-
mentum. Since such singularities are of QED type, they are not cancelled by corresponding
virtual QCD singularities. Thus, in order to obtain finite predictions in perturbation the-
ory, the definition of the pp→ γ+ jet cross section requires a photon-isolation prescription
that vetoes collinear q → qγ radiation while preserving the cancellation of QCD infrared
singularities.

To this end, in this study we adopt Frixione’s isolation prescription [51], which limits
the hadronic transverse energy within a smooth cone around the photon by requiring∑

i=partons/hadrons

pT,i Θ(R−∆Riγ) ≤ ε0 pT,γ

(
1− cosR

1− cosR0

)n
∀ R ≤ R0, (50)

where the sum runs over all quarks/gluons and hadrons at parton level and Monte Carlo
level, respectively, while pT,i and pT,γ denote the transverse momenta of partons/hadrons
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and photons. The pT-fraction ε0, the cone size R0, and the exponent n are free parameters
that allow one to control the amount of allowed QCD radiation in the vicinity of the
photon.

The photon-isolation prescription is applicable to QCD as well as to EW higher-order
corrections. At NLO EW, γ+ jet production involves bremsstrahlung contributions with
two final-state photons. In this case, at least one isolated photon is required. The other
photon might become soft, guaranteeing cancellation of related soft and collinear singu-
larities in the virtual EW corrections. In case of two isolated photons in the final state,
the hardest photon is considered. In particular, an explicit photon isolation prescription
is mandatory at NLO EW in order to prevent uncancelled singularities from q → qγ split-
tings in the O(α2αS) mixed EW–QCD contributions from qq → qqγ and crossing-related
channels.

As a consequence of q → qγ collinear singularities and the need to apply a photon
isolation prescription, QCD corrections to pp → γ+ jet behave differently as compared to
Z/W+ jet production. A quantitative understanding of this difference and its implications
on the correlation of QCD uncertainties between γ+ jet and Z+ jet production is crucial for
the extrapolation of γ+ jet measurements to Z+ jet dark-matter backgrounds. At the TeV
scale, where pT,V �MW,Z , one might naively expect that differences between massive and
massless vector bosons tend to disappear from the viewpoint of QCD dynamics. However,
the presence of collinear q → qV singularities at (N)NLO QCD implies a logarithmic
sensitivity to the vector-boson masses, which results, respectively in ln(pT,V /MV ) and
ln(R0) terms for the case of massive vector bosons and photons.

As discussed in Section 3, in order to quantify the correlation of QCD uncertainties
across different V+ jet processes, we propose a systematic approach to isolate QCD effects
that are process independent (at large pT,V ) from γ+ jet specific ones. To this end we
introduce a modified photon isolation prescription, which is designed such as to render the
QCD dynamics of γ+ jet and Z/W+ jet production as similar as possible at high pT. To
this end we introduce a dynamic cone radius

Rdyn(pT,γ , ε0) =
MZ

pT,γ
√
ε0
, (51)

which is chosen in such a way that the invariant mass of a photon-jet pair with Rγj = Rdyn

and pT,j = ε0 pT,γ corresponds to the Z-boson mass, i.e.

M2
γj ' pT,γ pT,jR

2
γj = ε0 p

2
T,γR

2
dyn = M2

Z , (52)

where the first identity is valid in the small-R approximation. In this way, using a smooth
isolation with R0 = Rdyn(pT,γ , ε0) mimics the role of the Z- and W -boson masses as
regulators of collinear singularities in Z/W+jet production at high pT, while using a fixed
cone radius R0 would correspond to an effective Mγj cut well beyond MZ,W , resulting in
a more pronounced suppression of QCD radiation in γ+ jet production as compared to
Z/W+ jet.

Specifically, as default photon selection for the theoretical predictions10 in this study
we use the dynamic cone isolation defined through Eq. (50) and Eq. (51), with parameters

ε0,dyn = 0.1, ndyn = 1, R0,dyn = min {1.0, Rdyn(pT,γ , εdyn,0)} . (53)

Note that, in order to prevent that the veto against collinear QCD radiation is applied to
an excessively large region of phase space, the dynamic cone radius in Eq. (53) is limited to
Rdyn ≤ 1.0. As a result of this upper bound, for pT,γ < MZε

−1/2
0,dyn ' 290GeV the cone radius

10The same isolation prescription used for theory predictions should be applied also to their MC coun-
terparts dσMC/dx in the context of the reweighting procedure.
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Figure 14: Comparison of NLO QCD K-factors (left) for W+ jet, Z+ jet, and γ+ jet
production with dynamic photon isolation (53) and standard fixed-cone isolation (54). On
the right corresponding ratios of K-factors are shown.

is kept fixed, and the impact of collinear QCD radiation starts to be significantly enhanced
as compared to the case of Z/W+ jet production. Vice versa, for pT,γ > MZε

−1/2
0,dyn, thanks

to the dynamic isolation cone (53), QCD effects in γ+ jet and Z/W+ jet production become
closely related, and the degree of correlation between QCD uncertainties across all V+ jet
processes can be described with the prescription of Eqs. (19)–(20).

For a realistic assessment of theoretical uncertainties, one should also consider the fact
that photon isolation prescriptions used in experimental analyses differ in a significant
way from the dynamic prescription of Eq. (53). To this end, we recommend to repeat
the reweighting procedure using theory predictions for γ+ jet based on a standard Frix-
ione isolation (50) with fixed cone radius and parameters that mimic typical experimental
selections at particle level [52],

ε0,fix = 0.025, nfix = 2, R0,fix = 0.4. (54)

The difference between γ+ jet MC samples reweighted in the dynamic- and fixed-cone setup
should be taken as an additional uncertainty for pp→ γ+ jet.

As ingredients for this uncertainty estimate, besides a full set of pp→ γ+ jet predictions
and uncertainties with dynamic photon isolation, we provide nominal predictions (without
uncertainties) with fixed-cone isolation (54) (see Appendix A). A comparison of the various
V+ jetK-factors at NLO QCD with dynamic and fixed cone isolation is shown in Figure 14.

Predictions for γ+ jet at (n)NLO EW are based on the dynamical cone prescription
(53). Here, differences with respect to the fixed-cone isolation (54) are well below the
percent level.

QCD partons and photons inside jets

In order to avoid any bias due to the different modelling of jets in MC simulations and
perturbative calculations, theory calculations and reweighting should be performed at the
level of inclusive vector-boson pT distributions, without imposing any requirement on the
recoiling jet(s). Predictions presented in this study are thus independent of specific jet
definitions or jet cuts.

Concerning the composition of the recoil, we observe that, at NLO EW, q → qγ
splittings can transfer an arbitrary fraction of the recoiling momentum from QCD partons
to photons. In particular, in pp→ V γj contributions of O(α2αS), the photon can carry up
to 100% of the recoil momentum. Such contributions involve soft QCD singularities that
are cancelled by including also virtual QCD corrections to pp→ V γ. In order to minimise
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Figure 15: Ratios of distributions in the vector-boson transverse momenta for pp → V γ
versus pp → V j at LO with µR,F = HT/2. The vector bosons V = W±, Z, γ are on shell
and
√
s = 13TeV.

double counting with diboson production,11 V γ production at LO is not included in the
EW corrections to pp→ V j. In practice, as demonstrated in Figure 15, the relative weight
of pp → V γ at O(α2) versus pp → V j at O(ααS) is well below the percent level. Thus
the impact of O(α2αS) contributions from hard V γ production, which are included in this
study, should be completely negligible.

4.2 Cuts and observables

The reweighting should be performed in a fully inclusive V+ jet setup, imposing a single
cut

pT,V > 30GeV for V = W±, Z, γ, (55)

with pT,W± and pT,Z defined as in Section 4.1. The cut (55) is crucial in order to avoid
the region where perturbative predictions suffer form the lack of QCD resummation.12

For leptons and MET we do not apply any pT or rapidity cuts. Moreover, we do
not impose any restrictions on QCD radiation in the vicinity of leptons and MET. Also
QCD radiation is handled in a fully inclusive way, i.e. the presence of a recoiling jet is
not explicitly required, and, as discussed in Section 4.1, at NLO EW the recoil can be
entirely carried by a photon. Here we want to stress again that of course the particle-level
analysis of the reweighted Monte Carlo samples can (and will) involve a more exclusive
event selection than used for the reweighting itself.

The differential distributions to be used for the reweighting of the various pp→ V+ jet
processes and process-specific selection cuts to be applied in addition to Eq. (55) are sum-
marised in Table 1. In the case of pp → νν̄+ jet all three neutrino species are added,
while for all other Z and W decays only a single lepton generation is considered. For
pp→ `+`−+ jet an extra invariant-mass cut is applied in order to avoid far off-shell contri-
butions, especially from γ∗ → `+`− at low invariant mass. The relatively low value of the
lower cut, m`` > 30GeV, is intended to minimise cross section loss due to photon radiation
that shifts events from the Z-peak region down to lower invariant mass (see Figure 16).
This choice guarantees a reduced sensitivity with respect to the modelling of QED radia-
tion.

The following binning is adopted for distributions in the reconstructed vector-boson
11Diboson backgrounds, including pp → V γ, can be included through separate Monte Carlo samples in

the experimental analyses.
12See e.g. the comparison of NNLOPS against fixed-order predictions in Figure 3 of Ref. [53].
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process extra cuts observable comments
pp→ `+ν`+ jet none pT,`+ν` ` = e or µ

pp→ `−ν̄`+ jet none pT,`−ν̄` ` = e or µ

pp→ ν`ν̄`+ jet none pT,ν`ν̄` ` = e+ µ+ τ

pp→ `+`−+ jet m`` > 30GeV pT,`+`− ` = e or µ

pp→ γ+ jet dynamic isolation pT,γ

(51)–(53)

Table 1: Extra selection cuts, in addition to Eq. (55), and observables for the various
V+ jet processes. Alternative predictions for γ+jet production are provided also for the
case of a standard Frixione isolation with parameters (54).
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Figure 16: Dilepton invariant-mass distribution in pp→ `+`−+jet for m`` ∈ [30, 200]GeV
comparing LO and NLO EW. Collinear lepton–photon pairs with Rγ` < 0.1 are recom-
bined.

transverse momenta,

pT

GeV
∈ [30, 40, . . . , 140, 150, 200, 250 . . . , 950, 1000, 1100, 1200, (56)

1300, 1400, 1600 . . . , 2800, 3000, 6500] .

4.3 Input parameters, PDFs and QCD scales

Input parameters and PDFs employed for theoretical predictions in this study are specified
in the following. Let us recall that, as discussed in Section 2, Monte Carlo samples used
in the experimental analyses do not need to be generated with the same input parameters
and PDFs used for higher-order theoretical predictions.

In the calculation of pp→ ``/`ν/νν/γ+ jet we use the gauge-boson masses [54]

MZ = 91.1876 GeV, MW = 80.385 GeV, (57)

and the corresponding widths,

ΓZ = 2.4955 GeV, ΓW = 2.0897 GeV. (58)
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The latter are obtained from state-of-the-art theoretical calculations. For the top-quark [54]
and Higgs-boson [47] masses and widths we use

mt = 173.2 GeV, MH = 125 GeV, (59)

and13

Γt = 1.339 GeV, ΓH = 0 GeV. (60)

All unstable particles are treated in the complex-mass scheme [55], where width effects
are absorbed into the complex-valued renormalised masses

µ2
i = M2

i − iΓiMi for i = W,Z, t. (61)

For W+jet and Z+jet production processes the EW couplings are derived from the
gauge-boson masses and the Fermi constant, Gµ = 1.16637× 10−5 GeV−2, using

α =

∣∣∣∣∣
√

2 sin2 θwµ
2
WGµ

π

∣∣∣∣∣ , (62)

while for γ+jet production the EW coupling is chosen to be [54]

α = α(0) = 1/137.035999074 . (63)

In both schemes the weak mixing angle θw is determined by

sin2 θw = 1− cos2 θw = 1− µ2
W

µ2
Z

, (64)

and becomes complex-valued. The Gµ-scheme guarantees an optimal description of pure
SU(2) interactions at the EW scale. It is the scheme of choice for W+ jet production, and
it provides a very decent description of Z + jet production as well. The α(0) scheme to
be used for γ+jet, on the other hand, expresses the fact that on-shell photons effectively
couple at a scale Q2=0 . The CKM matrix is assumed to be diagonal and we checked at LO
and NLO QCD that for W+jet production the difference with respect to a non-diagonal
CKM matrix is always well below 1%. For the choice of renormalisation and factorisation
scales and variations thereof we refer to Section 3.1.

For the calculation of hadron-level cross sections at (N)NLO QCD+(n)NLO EW we
employ the LUXqed_plus_PDF4LHC15_nnlo_100 PDF set, which is based on PDF4LHC
NNLO PDFs [35, 56–60] supplemented with QED effects [31]. The same PDF set, and
the related αS value, is used throughout, i.e. also in the relevant LO and NLO ingredients
used in the estimate of theoretical uncertainties. At the level of precision discussed in this
study also the uncertainty on the value of αS becomes relevant. Given 1% uncertainty on
the measured value of αS this results in an overall 1–2% normalisation uncertainty on the
differential pT distributions. However, one should keep in mind that in the process ratios
this uncertainty cancels completely and thus it is irrelevant for background estimates in
DM searches at high-MET. Consistently with the five-flavour number scheme employed in
the PDFs, b-quarks are treated as massless partons, and channels with initial-state b-quarks
are taken into account. All light quarks, including bottom quarks, are treated as massless

13 Besides loop diagrams with top quarks and Higgs bosons, the NLO EW corrections to pp→W±+ jet
receive O(α2αS) bremsstrahlung contributions from qb → q′W±b channels that involve s-channel top-
quark propagators and thus require a finite top-quark width, for which we use the NLO QCD value
Γt = 1.339 GeV. However, at the perturbative order considered in this study, such topologies arise only
in QCD–EW interference terms that do not give rise to Breit–Wigner resonances. The dependence of our
results on Γt is thus completely negligible.

32



particles, and top-quark loops are included up to NLO throughout. Matrix elements at
(N)NLO are evaluated using the five-flavour running of the strong coupling supported by
the PDFs and, for consistency, top-quark loops are renormalised in the decoupling scheme.
For the NNLO QCD coefficient no top-quark loops are considered.

For the assessment of PDF uncertainties the PDF4LHC prescription [35] is adopted.
In addition to standard PDF variations, also additional LUXqed variations for the photon
PDF are applied.

4.4 Computational frameworks

The NLO QCD and NLO EW calculations for all pp → V+ jet processes have been
performed with Munich+OpenLoops and/or Sherpa+OpenLoops. In these auto-
mated frameworks [19, 29, 61] virtual amplitudes are provided by the OpenLoops pro-
gram [62, 63], combined with the Collier tensor reduction library [64] or with Cut-
Tools [65]. The remaining tasks are supported by the two independent and fully au-
tomated Monte Carlo generators Munich [66] and Sherpa [67–70]. Additionally, we
carefully validated the NLO EW predictions against the results of Refs. [17, 18, 20]. The
NLO EW calculations for pp → V + 2 jets performed to test the factorisation of QCD
and EW corrections have been checked against the one of Ref. [50] for pp → Z + 2 jets
in Ref. [21]. The NLO EW amplitudes for all V+jet processes in OpenLoops have been
supplemented with the one- and two-loop analytical Sudakov logarithms of Refs. [22–26].

The NNLO QCD predictions for Z+jet production have been obtained with the parton-
level event generator NNLOjet, which provides the necessary infrastructure to perform
fully differential calculations at NNLO using the antenna subtraction formalism [71–79].
The computation of pp → W+jet through NNLO is based on the N -jettiness subtraction
scheme for NNLO calculations [13]. The above-cut contribution within the N -jettiness
subtraction was obtained using Munich+OpenLoops. The NNLO QCD prediction for
the pp→ γ+jet process is based on the calculations of Refs. [15, 16] and has been obtained
using MCFM [80]. In order to ensure the correctness of the numerical implementation of
cuts and other parameters in the NNLO codes, a detailed comparison has been performed
at the level of the NLO QCD results as described above.

5 Summary and conclusions

The precise control of SM backgrounds, and notably of pp → Z(νν̄)+ jets, is crucial in
order to maximise the potential of MET+jets searches at the LHC. Such backgrounds
can be predicted directly using QCD and EW calculations. Alternatively, QCD and EW
calculations can be used to relate them to experimental data for similar processes, e.g.
pp→ γ+ jets, pp→W (`ν)+ jets and pp→ Z(`+`−)+ jets.

In this article we have presented predictions for inclusive vector-boson pT distributions
based on the most advanced calculations available today, bringing together results from a
number of groups so as to have perturbative QCD to NNLO accuracy, EW corrections to
NLO accuracy and additionally the inclusion of 2-loop EW Sudakov logarithms.

A substantial part of our study concerned uncertainty estimates. In particular we
proposed and applied various new approaches for uncertainty estimates and correlations
across processes and pT regions.

We defined the uncertainties due to normal QCD scale variations in a way that gives a
strong correlation across different pT regions, Eq. (15). We then supplemented it with
a shape uncertainty that is anti-correlated across pT, Eqs. (17)–(18). To address the
long-standing problem of evaluating the correlations between uncertainties for different
processes, we separated the uncertainty into process-independent and process-dependent
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components. The universal component was taken to be composed of the overall scale and
shape uncertainties for the reference Z + jet process. The process-dependent component,
which is generally small, was determined by considering the difference between suitably
normalised K-factors for the different processes, Eq. (20). This amounts to a conserva-
tive choice of taking the uncertainty on ratios as the difference between the best available
prediction and the one at one order lower.

Special attention was devoted to the correlation of Z/W+ jet and γ+ jet production.
In that case a substantial non-universal contribution is associated with the masslessness
of the photon and the need to control collinear divergent q → qγ radiation through a
photon-isolation prescription. We introduced a novel photon-isolation prescription with
a dynamically chosen isolation radius, Eq. (51), designed to suppress q → γq radiative
effects in a way that is similar to the effect of the masses of the Z and W bosons in the
case of q → V q splittings at large pT. Such a dynamic isolation allows one to split γ+jet
production into a quasi-universal part, which can be treated on the same footing as Z+jet
and W + jet production, and a non-universal part which is kept uncorrelated. The non-
universal part is given by the difference between the cross sections with conventional and
dynamic photon isolation prescriptions.

For pure EW corrections we considered three uncertainty sources for unknown higher
order contributions. These address unknown Sudakov logarithms beyond NNLO and/or
NLL accuracy, as well as unknown hard (non-Sudakov) EW corrections beyond NLO and
process-correlation effects.

One potentially large source of uncertainty arises from mixed QCD and EW correc-
tions, given that both NLO αS and NLO α corrections can be large and that the NNLO
ααS contributions are not currently known. We chose a multiplicative scheme for combin-
ing EW and QCD corrections. To obtain an estimate of unknown O(ααS) contributions
not captured by this factorised ansatz, we studied the NLO EW corrections to V + 2 jet
production, which represent the real-virtual part of a full O(ααS) calculation for V+ jet
production. Based on this analysis, we concluded that it is reasonable to assume that
the multiplicative combination of QCD and EW corrections describes the full O(ααS)
contribution with a relative uncertainty of 10%.

Overall, QCD corrections are substantial, a few tens of percent at NLO, and up to
10% at NNLO. The NNLO results are consistent with the NLO predictions within our
prescription for the uncertainty bands of the latter. This is true not just for absolute
cross sections and their shapes, but also for ratios of cross sections. These ratios are
remarkably stable across LO, NLO and NNLO QCD corrections, see Figure 4. Using
dynamic isolation, this statement holds true also for the γ + jet process at pT & 300 GeV.

The EW corrections to V+jet cross sections amount to a few tens of percent in the TeV
region, see Figure 6. In the ratios they cancel only in part, due to the sensitivity of EW
effects to the SU(2) charges of the produced vector bosons. At the TeV scale, the NNLO
Sudakov logarithms can reach the several percent level and their systematic inclusion is an
important ingredient in order to achieve percent precision at very high pT.

In Figure 17 we summarize our uncertainty estimates for the different V+jet processes
and process ratios. Here we combine in quadrature all sources of perturbative uncertainties
at NLO QCD⊗ nNLO EW and we overlay the remaining PDF uncertainties. The impact of
NNLO QCD corrections and NNLO QCD scale uncertainties are also shown. The nominal
pT distributions at NLO QCD⊗ nNLO EW are constrained at the 10% level up to about
1 TeV and at the 20% level up to about 2 TeV. In the process ratios these uncertainties
cancel to a large extent. In particular, in the Z/W ratio remaining uncertainties are at
the level of only 1–2% up to 1TeV and below 5% up to 2TeV. Similarly, the Z/γ ratio is
constrained at the 5% level up to 2TeV. Noteworthy, including the NNLO QCD corrections
the process ratios remain very stable and in particular within the uncertainty estimates
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Figure 17: Predictions at NLO QCD⊗ nNLO EW and NNLO QCD⊗ nNLO EW for V+ jet
spectra (left) and ratios (right) at 13TeV. The lower frames show the relative impact of
NNLO corrections and theory uncertainties normalised to NLO QCD⊗ nNLO EW. The
green bands at NLO QCD⊗ nNLO EW correspond to the combination (in quadrature)
of the perturbative QCD, EW and mixed QCD-EW uncertainties, according to Eq. (45),
while the NNLO QCD⊗ nNLO EW bands (red) display only QCD scale variations. PDF
uncertainties are shown as separate hashed orange bands.

based on NLO QCD. PDF uncertainties are below the perturbative uncertainties in all
nominal distributions and all but the W−/W+ ratio. Clearly, a precise measurement of
the W−/W+ ratio at high pT, where perturbative uncertainties almost completely cancel,
will help to improve PDF fits.

Our predictions are provided in the form of tables for the central predictions and for
the different uncertainty sources. Each uncertainty source is to be treated as a 1-standard
deviation uncertainty and pragmatically associated with a Gaussian-distributed nuisance
parameter.

The predictions are given at parton level as distributions of the vector boson pT, with
loose cuts and inclusively over other radiation. They are intended to be propagated to an
experimental analysis using Monte Carlo parton shower samples whose inclusive vector-
boson pT distribution has been reweighted to agree with our parton-level predictions. The
impact of additional cuts, non-perturbative effects on lepton isolation, etc., can then be
deduced from the Monte Carlo samples. The additional uncertainties associated with the
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Monte Carlo simulation are expected to be relatively small, insofar as the vector-boson pT

distribution that we calculate is closely connected to the main experimental observables
used in MET+jets searches.

Some caution is needed in implementing the results of this paper: for example the
uncertainty prescriptions are tied to the use of the central values that we provide. If an
experiment relies on central values that differ, e.g. through the use of MC samples that are
not reweighted to our nominal predictions, then the uncertainty scheme that we provide
may no longer be directly applicable. Furthermore, for searches that rely on features of the
event other than missing transverse momentum, one should be aware that our approach
might need to be extended. This would be the case notably for any observable that relies
directly on jet observables, whether related to the recoiling jet or vetoes on additional jets.

Overall, it is possible to obtain precise theoretical control both for vector-boson pT

distributions, and for their ratios, at the level of a few percent. We expect this precision,
across a wide range of pT, to be of significant benefit in MET+jets searches, notably
enabling reliable identification or exclusion of substantially smaller BSM signals than was
possible so far.

Note added

This preprint was released as a reference for dark matter searches presented at LHCP2017.
While the effect of the recently computed NNLO QCD corrections is illustrated in various
figures, in order to reflect the usage of our calculations in present experimental analysis,
only NLO QCD and nNLO EW effects have been propagated through our framework of un-
certainty estimates. An update of this study, with a full NNLO treatment of uncertainties,
will be released in the near future.

Acknowledgments

We wish to thank Frank Krauss, Keith Ellis, Christian Gütschow, Sarah Malik, Fabio
Maltoni, Holger Schulz and Graeme Watt for valuable discussions. This research was sup-
ported in part by the UK Science and Technology Facilities Council, the Swiss National
Science Foundation (SNF) under contracts 200020-162487, CRSII2-160814, and BSCGI0-
157722, and by the Research Executive Agency (REA) of the European Union under the
Grant Agreements PITN-GA-2012-316704 (”HiggsTools”), PITN–GA–2012–315877 (”MC-
net”), and the ERC Advanced Grants MC@NNLO (340983) and LHCtheory (291377).
R.B. is supported by the DOE contract DE-AC02-06CH11357. F.P. is supported by
the DOE grants DE-FG02- 91ER40684 and DE-AC02-06CH11357. C.W. is supported
by the National Science Foundation through award number PHY-1619877. The research
of J.M.C. is supported by the US DOE under contract DE-AC02-07CH11359. The work of
S.D. is supported by the German Federal Ministry for Education and Research (BMBF).
This research used resources of the Argonne Leadership Computing Facility, which is a
DOE Office of Science User Facility supported under Contract DE-AC02-06CH11357. We
also acknowledge support provided by the Center for Computational Research at the Uni-
versity at Buffalo and the Wilson HPC Computing Facility at Fermilab.

36



A Theoretical predictions and uncertainties

Predictions for the various pp→ V+ jet processes listed in Table 2 with
√
s = 13 TeV are

provided at http://lpcc.web.cern.ch/LPCC/index.php?page=dm_wg_docs The various
predictions and related uncertainties at the highest available perturbative order and the
labels of the corresponding histograms are listed in Table 3. At present data files are
available at NLO QCD and nNLO EW for all processes. NNLO QCD data files will be
made available in the near future. Table 3 also lists the additionally available building
blocks for the construction of the uncertainties at the various perturbative orders. Results
for pT distributions are given in pb/GeV.

All ingredients and related uncertainties should be combined as indicated in Eq. (42)
and Eq. (45), and we recall that all nuisance parameters in Eq. (45) should be Gaussian
distributed with one standard deviation corresponding to the range [−1,+1] for all εQCD,i,
εEW,i and εmix.

All predictions and uncertainties for pp→ γ+ jet are based on the dynamic photon iso-
lation prescription introduced in Section 4.1. As explained therein, this requires an extra
γ+ jet specific uncertainty, which needs to be evaluated by means of a separate reweighting
in a standard Frixione isolation setup with fixed cone. Corresponding theoretical predic-
tions are denoted as K(γ,fix)

NLO (x) in Table 3.

B QCD and EW uncertainties

In this appendix we present a series of technical plots that illustrate the relative importance
of the various sources of QCD and EW uncertainties discussed in Sections 3.1–3.2. The
impact of individual QCD uncertainties, δ(i)KNkLO, in pT spectra and ratios is illustrated
in Figures 18–19. Similar plots for the three types of EW uncertainties, δ(i)κ

(V )
EW, are shown

in Figures 20–21.
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process QCD order EW order label
pp→ `+ν`/`

−ν̄`+ jet NLO QCD nNLO EW evj

pp→ ν`ν̄`+ jet NLO QCD nNLO EW vvj

pp→ `+`−+ jet NLO QCD nNLO EW eej

pp→ γ+ jet NLO QCD nNLO EW aj

Table 2: List of processes, highest available QCD and EW order, and process labels used
in data files (see Table 3).

prediction equation label correlation
d

dxσ
(V )
LO QCD(~µ0) [pb/GeV] (21) proc_x_LO -

K
(V )
LO (x) (21) proc_x_K_LO -

K
(V )
NLO(x) (21),(14) proc_x_K_NLO -

K
(γ,fix)
NLO (x) (21),(14),(54) aj_x_K_NLO_fix -

δ(1)K
(V )
NLO(x) (21),(15) proc_x_d1K_NLO yes

δ(2)K
(V )
NLO(x) (21), (17) proc_x_d2K_NLO yes

δ(3)K
(V )
NLO(x) (21), (20) proc_x_d3K_NLO yes

κ
(V )
nNLO EW(x) (25), (39) proc_x_kappa_EW -
δ(1)κ

(V )
nNLO EW(x) (33), (39) proc_x_d1kappa_EW yes

δ(2)κ
(V )
nNLO EW(x) (34), (39) proc_x_d2kappa_EW no

δ(3)κ
(V )
nNLO EW(x) (37), (39) proc_x_d3kappa_EW no

δK
(V )
mix(x) (46) proc_x_dK_NLO_mix yes

d
dxσ

(V )
LO γ−ind. [pb/GeV] (7) proc_x_gammaind_LO -

δ(1)K
(V )
LO (x) (21),(15) proc_x_d1K_LO yes

δ(2)K
(V )
LO (x) (21), (17) proc_x_d2K_LO yes

κ
(V )
NLO EW(x) (39) proc_x_kappa_NLO_EW -
κ

(V )
NNLO Sud(x) (39) proc_x_kappa_NNLO_Sud -

Table 3: Naming scheme for the theoretical predictions and uncertainties described in
Section 3. The upper part lists the highest available perturbation order, while the pre-
dictions in the lower part are included for completeness. The last column indicates the
correlation of the uncertainties across different V+jets processes. The actual distribution
names are x=pTV and the individual processes are available in the files proc.dat with
process names proc=eej,vvj,evj,aj, as defined in Table 2. Absolute predictions for pT dis-
tributions are in pb/GeV.
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Figure 18: Higher-order QCD predictions and uncertainties for various pp → V+jet pro-
cesses at 13TeV. Absolute predictions at LO and NLO QCD are displayed in the main
frame. In the ratio plots all results are normalised to NLO QCD, and the bands corre-
spond to the three types of QCD uncertainties, δ(i)KNkLO, i.e. scale uncertainties (15),
shape uncertainties (17) and process-correlation uncertainties (20).
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Figure 19: Ratios of pT-distributions for various pp → V+jet processes at LO and NLO
QCD. The related scale uncertainties (15), shape uncertainties (17) and process-correlation
uncertainties (20) are correlated amongst all processes.
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Figure 20: Higher-order EW predictions and uncertainties for different pp → V+ jet pro-
cesses at 13TeV. The main frames display absolute predictions at LO (blue), NLO EW
(green) and nNLO EW (red), as well as NLL Sudakov logarithms at NLO (black). The
latter are dubbed nLO EW. In the ratio plots all results are normalised to LO. The bands
correspond to the three types of EW uncertainties, δ(i)κ

(V )
EW. At nNLO EW (red bands)

they are defined in Eqs. (33), (34) and (37), while at NLO EW (green band) only the
uncertainty δ(1)κ

(V )
NLO EW, defined in Eq. (38), is plotted.
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Figure 21: Ratios of pT-distributions for various pp → V+jet processes at LO, NLO EW
and nNLO EW. The related EW uncertainties, δ(i)κ

(V )
EW, are defined in Eqs. (33), (34) and

(37) at nNLO and in Eq. (38) at NLO. The uncertainty δ(1)κ
(V )
EW is correlated amongst

processes, while δ(2)κ
(V )
EW and δ(3)κ

(V )
EW are uncorrelated.
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