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Abstract

This note presents a search for a possible compositness of electrons and muons us-
ing 2.7 fb−1 of proton-proton collisions at a centre-of-mass energy of

√
s = 13 TeV

collected with the CMS detector in 2015. Excited leptons (`∗) are assumed to be pro-
duced via contact interactions in conjunction with the corresponding standard model
lepton. The decays considered here are `∗ → `γ with ` = e, µ. The number of events
observed in data is consistent with background processes from the standard model
of particle interactions and exclusion limits on the excited lepton mass, and the com-
positness scale Λ, are set. For the case M`∗ = Λ, the existence of excited electrons
(muons) up to masses of 2.8 (3.0) TeV is excluded. This analysis sets the most strin-
gent limits on `∗ to date.
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1 Introduction
The standard model (SM) successfully describes the interactions between particles and agrees
with a wealth of experimental results collected during the past 40 years. However, there are still
several fundamental questions not explained in the SM. One of them is the mass hierarchy of
quarks and leptons. A possible solution is to introduce composite models [1–9] in which quarks
and leptons are claimed to be the bound states of three fermions or a fermion-boson pair. These
sub-particles are proposed to be bounded by a new strong interaction. If this substructure of
fermions really exists, there could be excited states of fermions.

In this analysis we follow the formalism in Ref. [7]. The production of excited fermions via
four-fermion contact interaction can be described by an effective Lagrangian:

LCI =
g∗2

2Λ2 jµ jµ, (1)

where g∗2 is chosen to be 4π, Λ is the compositness scale, and jµ is the fermion current.
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Figure 1: Feynman diagram for the investigated ``γ channels.

This analysis summary presents a search for excited leptons with two same-flavour leptons (e,
µ) and one photon in the final state. Figure 1 shows a Feynman diagram of the production of
an excited lepton, `∗, via contact interaction and its gauge-mediated decay with emission of a
photon.

The analysis strategy follows previous CMS searches for excited leptons as published in Refs. [10,
11]. The latter provides limits on a number of decay channels. The channels with photon ra-
diation, have excluded the existence of excited leptons of mass below 2.5 TeV, under the hy-
pothesis of mass equal to the compositeness scale. Corresponding searches by the ATLAS
collaboration [12, 13], not using the full data sample, provide less stringent limits. Searches
at LEP [14–17], HERA [18], and the Tevatron [19–22] also have found no evidence for excited
leptons.

2 Data and simulated samples
The data for this analysis are collected with the Compact Muon Solenoid (CMS) detector [23]
at the CERN LHC with proton-proton collisions at a centre-of-mass energy of 13 TeV in the
year 2015. The integrated luminosity corresponds to 2.7±0.1 fb−1 [24]. For both channels, eeγ
and µµγ, data acquisition is triggered by requiring the coincidence of two lepton candidates
of the same flavour. In case of the eeγ channel, a trigger with a threshold on the transverse
energy of the calorimeter cluster, ET , of 33 GeV for both electron candidates is used, while the
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µµγ analysis relies on a trigger with asymmetric thresholds of 8 GeV and 22 GeV on transverse
momentum, pT , for the two muon candidates.

The `∗ signal samples are generated with PYTHIA 8.205 [25, 26] at Λ = 10 TeV for `∗ masses
ranging from 250 GeV to 5 TeV in steps of 250 GeV. The production cross section scales with
the compositness scale Λ while the kinematics (such as acceptance, decay angle, final state
particles and their momenta) and shape of the distributions (such as the final `γ invariant
mass distributions) remain unchanged. The samples are generated with leading order (LO)
cross sections. A mass dependent k-factor for next-to-leading order (NLO) QCD corrections is
applied, which has been calculated specifically for this analysis at

√
s=13 TeV by the author of

Ref. [27]. The resulting higher order corrections range from 1.28 to 1.39.

For the background, we use samples produced with MADGRAPH aMC@NLO [28], PYTHIA
8.205, and POWHEG [29–31]. For most of the background samples, NLO cross sections are
used. The bulk Zγ sample is simulated at NLO, while the high-pT tail (pT (γ)> 130 GeV) is
only generated at LO. Therefore a k-factor is applied for this high-pT photon range which has
been determined to be a constant 1.37 with a 20% relative uncertainty.

Multiple collisions per beam crossing (pileup) are simulated, and events are weighted to match
the vertex multiplicity observed in data.

3 Lepton and photon selection
As illustrated in Fig. 1, the final state contains two same-flavour leptons and a photon. In the
very rare cases where more than two lepton or more than one photon candidates are present in
the event, the candidates with the largest pT are selected. A possible signal of excited leptons is
expected to appear with a high `γ invariant mass.

Electrons are reconstructed from clusters of energy deposits in the calorimeters, matched to
a track in the tracker. Electron identification exploits the ratio of the energy deposited in the
hadron calorimeter to the energy in the electromagnetic calorimeter (H/E), track isolation,
isolation in the calorimeter (with ∼3% pT dependence) and proximity to the primary vertex.
Selection criteria are optimized for the high-pT region relevant for this analysis [32, 33]. To be
fully above the trigger turn-on an offline threshold of pT >35 GeV is required. The geometrical
acceptance covers the range |η| < 1.44 and 1.56 < |η| < 2.5. The barrel-endcap interface region
between 1.44 and 1.56 is excluded due to its relatively high misreconstruction probability.

The muon candidates have to pass identification criteria that are optimized for the reconstruc-
tion of muons with high transverse momentum [33]. Muons with pT >35 GeV are reconstructed
by combining track segments from the inner tracker and at least two muon stations within the
geometrical acceptance of |η| <2.4. Muons reconstructed with a relative pT uncertainty above
30% are rejected.

Photons are reconstructed from the energy deposits in the calorimeter, not matched to a track at
the collision vertex. In this analysis, the photon candidates are selected in the electromagnetic
calorimeter barrel (|η| <1.44) and photon identification adopts a multivariate analysis (MVA)
technique based on shower shape variables and photon isolation from other particles [34, 35].

In addition, a requirement on the proximity between lepton and photon is applied, ∆R =√
∆η2 + ∆φ2 > 0.7. To maximise the selection efficiency, electron and muon pairs are retained

in the analysis without any requirement on their charge.
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4 Background determination
Several SM processes contribute to the expected background. All backgrounds arising from
two prompt leptons and a prompt photon rely on simulation. The Drell-Yan production is
the most important background, mostly originating from associated production with a photon
(Zγ) which has a very similar signature to the signal. This background can be efficiently re-
jected by the ’Z-veto selection’: pairs formed by two same-flavour leptons are required to have
an invariant mass above 116 GeV. After this selection criterion is applied, Zγ events amount to
nearly two-thirds of the total expected background. The Zγ background simulation was done
at NLO for photons with pT <130 GeV. For those events, which are simulated at LO, higher
order corrections are calculated.

The contribution of diboson events (labelled VV in the plots) is small. Only events with an ad-
ditional high energy photon or those where an electron is misidentified as a photon contribute.
These background contributions were simulated using PYTHIA. Events where an additional
prompt photon is produced together with a top pair (tt̄ + γ) are simulated with MADGRAPH,
normalized to the next-to-next-to-leading order (NNLO).

An uncertainty of 10% on the cross section of the dominant Zγ background is assumed, taken
from our studies at

√
s=8 TeV. It is the dominant systematic uncertainty which impacts the

total background at a net level of 7% given that 2/3 of the background arises from Zγ. On the
k-factor for the very few Zγ events with photon pT >130 GeV a constant 20% is applied. The
second most important uncertainty in both channels, is due to the MC statistics.

Further contributions are due to events with two genuine leptons and a jet which has been
misidentified as a photon. This background has been estimated from data using events in a
control region defined by photon candidates failing the photon selection and all other signal
kinematic selections applied. The number of events in this control region scaled by a ’fake ratio’
gives the estimate of this background. The ’fake ratio’ is defined as a ratio of misidentified
photon candidates expected to pass the selection criteria to that of all photon candidates failing
this selection. This ratio is measured in bins of photon pT by fitting template distributions of
MVA variable for photons and background events to the data sample selected for this analysis
before the application of the Z-veto selection. For photons, a template distribution of MVA
variable is obtained from simulated Wγ samples where the photon candidates are matched to
a photon at generator level. A template distribution for misidentified photons is obtained from
dilepton data. The binning in pT is driven by the statistical uncertainty and ranges from 35 GeV
to 120 GeV. The fake ratio is about 0.1 and nearly pT independent. When applying the fake
ratio to data, it results in about 5-15% of the total background being due to jets faking a photon.
The fake ratio has been determined separately in the electron and muon channel, yielding very
similar results. Overall, the estimates of fake photon contribution using this method are in
good agreement with simulation.

In the electron channel jets or photons faking an electron also play a role, unlike the muon
channel. The largest contributions come from processes such as W(→ eν) + jet + γ where the
jet in the event is misidentified as an electron. The misidentification rate is calculated as the
ratio between the number of candidates passing the electron selection criteria with respect to
those satisfying looser selection criteria. This ratio is estimated as a function of pT in bins of
η using a data sample selected with single-photon triggers [33]. The jet to electron misidenti-
fied background in e∗ is estimated by applying this misidentification rate to a sample passing
all selection requirements, except requiring one of the electron candidates to fail the electron
identification criteria and pass instead the loose identification requirements. The systematic
uncertainty on the estimate of misidentified electrons is determined using a sample of events
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containing two reconstructed electrons.

5 Analysis strategy and selection steps
The following analysis steps should discriminate a potential signal from the SM background:

1. Following the application of triggers, lepton and photon objects are selected as described
in Section 3.

2. To suppress the primary Drell-Yan background, events with selected lepton pairs with
invariant mass below 116 GeV are rejected.

3. Two `γ invariant masses are computed, denoted Mmin
`γ and Mmax

`γ in increasing order of
mass. For the final result a search window in the shape of an inverted L in Mmin

`γ , Mmax
`γ

space selects the signal region as a function of M∗` .

5.1 Data and backgrounds after event selection

The remaining number of events for the various background contributions after application of
the signal selection and Z veto are shown in Table 1. The expected backgrounds are determined
as described in Section 4.

Table 1: Number of observed events in data compared to expected backgrounds with uncer-
tainties after all selection steps except the L-shaped search window.

Electron channel Muon channel
Zγ→ ``γ 28.5± 2.3± 6.7 28.2± 1.7± 2.8
tt̄γ 1.4± 0.1± 0.2 2.0± 0.1± 0.2
VV 2.5± 0.6± 0.7 0.33± 0.21± 0.02
Misidentified Photons 2.1± 0.5± 0.8 5.1± 0.7± 2.8
Misidentified Electrons 1.8± 0.3± 0.9 –
Sum background 36.3± 2.4± 6.9 35.7± 1.9± 4.0
Data 44 41

5.2 Invariant masses Mmin
`γ and Mmax

`γ

There are two possibilities to reconstruct the mass of a hypothetical excited lepton: with the
lepton coming from the decay of the excited lepton or with the lepton that was produced in
association with the excited lepton. From the final state, both possibilities are indistinguishable.
Thus, both possible invariant masses are calculated and in the following referred to as Mmin

`γ and
Mmax

`γ in increasing order of mass. The corresponding distributions are shown in Fig. 2.

Plotting Mmin
`γ versus Mmax

`γ in a 2D plane leads to a distribution where the expected background
tends to be at low invariant masses, while a potential signal has the form of an inverted “L”
around the excited lepton mass as shown in Fig. 3. This feature of the signal distribution is
used to define an L-shape search region used in this analysis.

This final selection results in a search region that is defined in the two dimensional distributions
of Mmin

`γ and Mmax
`γ . Contributions from data, background, and signal are evaluated for each

simulated `∗mass in a sliding search window. At low masses, these search windows are narrow
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and consist of a common lower and an upper threshold for either quantity, Mmin
`γ and Mmax

`γ . For
example, for µ∗ = 250 GeV, the search window is between 241 - 259 GeV. In the electron channel
one has to consider the impact of the correlated electron and photon uncertainties (see Table 2)
on the signal acceptance. If one considers a narrow window similar to µ∗ at low mass points,
one can have ∼50% impact on the signal acceptance due to energy scale and resoltion. To
avoid such a large systematics on the signal efficiency due to energy scale and resolution the
e∗ windows are increased to cover ±10% around the simulated e∗ mass; for the example of e∗

= 250 GeV the search window is 225 - 275 GeV. For masses of M∗` ≥ 1 TeV, in either channel,
the windows are very wide and have only a lower threshold. For example for M∗` = 1 TeV the
search windows are ≥744(720) GeV for electrons(muons). This is affordable as the background
is of the order of 0.2 events.

At low masses, the narrow windows (driven by the simulated masses) do not overlap and
between simulated mass points the windows are interpolated. The window parameters are
optimized for the best expected exclusion limit. The signal selection efficiency is hardly af-
fected by the L-shape selection. For M∗` >1 TeV, where the search windows are sufficiently
wide, no loss in signal selection efficiency is caused by this selection. As the search window
width has to become more and more narrow with decreasing mass, this selection causes a re-
duction in signal efficiency by 10% for the lowest mass of M∗` = 250 GeV. This is outweighted
by an improved signal-to-background ratio which increases the sensitivity to the second pa-
rameter of this analysis, the compositness scale Λ. The total signal selection efficiency for elec-
trons(muons), including trigger, lepton and photon selection and Z-veto, has been determined
to range between 24(28)% and 45(54)% for M∗` = 250 GeV and ≥2 TeV, respectively.

5.3 Systematic uncertainties

Two sources of uncertainties play a role, those which scale the yield without changing the shape
and a second class affecting the shape of the invariant mass distributions. For each source of un-
certainty summarized in Table 2, shifts of±1 standard deviation (σ) are applied, the kinematics
of particles and objects (e, µ, γ) and resulting distributions (Mmin

`γ , Mmax
`γ ) are recalculated, and

the kinematic selection is reapplied. The difference with respect to the nominal situation is
used to estimate the systematic uncertainty in the number of expected events. Several quanti-
ties, such as muon or electron resolution, are a function of pT . This dependence is taken into
account by applying the corresponding uncertainty event-by-event.

Systematic uncertainties on the signal selection include uncertainties on the lepton/photon
ID, energy/momentum scale and resolution along with modeling of pileup events (5% uncer-
tainty). The combined systematic uncertainty on signal selection is about 4%. Luminosity has
been meassured with a precision of 2.7% [24] thus affecting the observed cross sections. For
the signal cross sections k-factors account for higher-order corrections and 30% uncertainty on
the k-factor is assumed. It is visible in the exclusion limits as a hatched band around the cross
sections given for selected Λ values.

Specific uncertainties related to electrons, muons and photons are summarized in Table 2. The
dominant impact in the muon channel for signal and simulated backgrounds derives from the
uncertainty on pileup and the muon simulation-to-data scale factors (ID, isolation, etc). In
the electron channel the dominant impact is from resolution and scale uncertainties which are
correlated for electrons and photons.

Systematic uncertainties on simulated sample normalization and on backgrounds estimated
from data are summarized in Section 4. Additionally, uncertainties on backgrounds estimated
from simulation include the same uncertainties as applied to the leptons and photons in the
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Figure 2: Mmin
`γ and Mmax

`γ for the electron channel in the upper row and the muon channel
below. The different background contributions are shown in colors according to the legend.
Also shown are two examples of potential `∗ signals.
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Figure 3: 2D Mmin
`γ versus Mmax

`γ distribution after full selection except the L-shaped search
window, with expected background (blue), data (black crosses) and two signal examples for
`∗ masses as given in the legend. The size of the blue squares for the background correspond
to the number of events in a particular bin. On the left for the electron channel which has a
high detector resolution over the full mass range. On the right for the muon channel where
resolution degrades with mass. The background is weighted to the luminosity and the cross
section.

signal samples and have similar impact to that in signal selections.

We use the PDF4LHC15 recommendations [36] to estimate the impact of various PDF sets.
Therefore, we use the PDF4LHC15 30 sets that were obtained from the Hessian reduction
method [37–39]. The impact on the background yield is very small and stays below 3%. The
NNPDF3.0 set [40] was used for the simulation of the background. The impact on the signal
acceptance times cross section is of the order of a few percent at low masses and at about 10%
even at the highest excited lepton masses.
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Table 2: Sources of systematic uncertainties. A range is provided for pT -dependent uncertain-
ties.

Uncertainty Electrons Muons
Luminosity 2.7% 2.7%
Pileup 5% 5%
Zγ cross section 10% 10%
Zγ high pT k-factor 20% 20%
Photon fake ratio 10-40% 10-40%
Photon ID 1-2% 1-2%
Photon scale 4% 2%
Photon resolution 4% 2%
Electron fake rate 50% –
Lepton ID 4% (barrel), 6% (endcap) 3%-8%
Lepton scale 4% 0.03(0.1)/TeV barrel(endcap)
Lepton resolution 4% 6(4)% at 1(0.3) TeV
Signal k-factor 30% 30%
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6 Results
As no significant excess of data over the expected backgrounds is observed we set limits on
the excited lepton parameters. The 95% confidence level (CL) upper limit on the excited lep-
ton production cross section times branching fraction has been set using a single-bin counting
method [41]. The computation has been performed using a Bayesian approach [42]. The result-
ing observed(expected) limits on the product of cross section and branching fraction are shown
in Fig. 4 (left) as a solid(dashed) line, and with the one(two) standard deviation uncertainty
bands labeled in green(yellow). They range from 0.25 fb to 10 fb as a function of M∗` . The black
lines represent the theoretical cross sections including the NLO correction factors for given
values of Λ. The theoretical cross section scales with Λ−4 while the shape of the Mmin

`γ , Mmax
`γ

distributions remains unchanged. The lower masses determine the limit on the compositness
scale Λ which has to be above 15 TeV following this analysis. The limits on the compositness
scale Λ are shown in Fig. 4 (right) and summarized in Tab.3. Limits on excited leptons are a
function of the compositness scale, reaching 2.8(3.0) TeV for the electron(muon) channel for M∗`
= Λ in this analysis. This improves the former exclusion limit of 2.5 TeV [11].

Table 3: Summary of the observed (expected) limits on `∗ mass, assuming M∗` = Λ.

Search M∗` = Λ[TeV] Best limit
channel observed (expected) on Λ
eeγ 2.8 (2.9) 14(13) TeV
µµγ 3.0 (3.0) 15(15) TeV

The structure of the exclusion limits and of the related uncertainty bands is a consequence of
the statistical variations from a small number of events varying between the tested M∗` points.

7 Summary
A search for excited leptons in the final state with two high pT leptons and one photon has been
performed using the 2015 data set of 2.7 fb−1 at

√
s=13 TeV recorded with the CMS detector.

Events with a dilepton invariant mass significantly above the Z-pole mass, above 116 GeV, are
selected. No significant excess is found and limits on the product of cross section and branching
fraction are shown. Limits on the `∗ mass as a function of the compositness scale Λ exclude
excited leptons below 2.8(3.0) TeV for the electron(muon) channel for M∗` = Λ and values of Λ
up to more than 14(15) TeV at low M∗` .
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Figure 4: Exclusion limits for electrons (upper row) and muons (lower row). On the left the
limit on the product of cross section and branching fraction. On the right the limit on the
compositness scale Λ.
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