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precision from the numerical simulation results. This method allows using the numerical simulation in 
an efficient way, where typically less than ten correction iterations are required. In order to demonstrate 
the performances of the proposed methodology, the calculation of the control parameters for an H-bridge 
DC-DC converter and the optimal dimensioning of a damped output filter for a buck converter using 
the proposed approach is presented. 
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Abstract 

This paper presents a novel design methodology for dimensioning optimal power-electronic 
converters, which is able to achieve the precision of numerical simulation-based optimization 
procedures, however minimizing the overall computation time. The approach is based on the 
utilization of analytical and frequency-domain design models for a numerical optimization process, a 
validation with numerical simulations of the intermediate optimal solutions, and the correction of the 
analytical design models precision from the numerical simulation results. This method allows using 
the numerical simulation in an efficient way, where typically less than ten correction iterations are 
required. In order to demonstrate the performances of the proposed methodology, the calculation of 
the control parameters for an H-bridge DC-DC converter and the optimal dimensioning of a damped 
output filter for a buck converter using the proposed approach is presented. 

Introduction  
Important efforts have been made during the last 30 years to optimize power converter designs. 
Several solutions in the literature proposed different methods to maximize the robustness and the 
efficiency, or minimize weight, volume and cost, by modifying whether the control parameters or 
directly the power converter design. A simultaneous optimization considering control and design 
parameters as optimization variables has also been presented in [1]. Genetic Algorithms (GAs) 
[2][3][4], Augmented Lagrangian (ALAG) [5][6][7], and Sequential quadratic programming (SQP) 
techniques [8], are usually the selected optimization procedures.  
In order to speed-up the computation time, the design models are usually based on analytical 
formulation. Moreover, the designer also introduces simplifications and design constraints from 
previous design experience. As a consequence, their accuracy is reduced in comparison with 
simulation-based optimization techniques, which make possible to easily consider delays, saturations, 
and other nonlinearities present in the real system. However, the important computation time required 
for performing a numerical simulation on every optimization step/iteration, usually forces the designer 
to reduce the optimization variables to a reduced subset. In this paper we apply to power electronics 
systems a hybrid optimal design methodology which has been successfully proposed and used to 
efficiently optimize electrical machines considering magnetic saturation effects [9]. 



Design Method Description 
As an alternative to achieve a trade-off between design time and accuracy, this paper presents a hybrid 
optimization procedure whose scheme is illustrated in Figure 1. The proposed strategy starts by 
selecting a power converter topology, by setting the optimization objectives in terms of minimum 
performances that must be respected (constraints), the performances or parameters that must be 
optimized (e.g. bandwidth, efficiency, etc.), and by selecting the optimization variables (controller 
parameters only or/and power stage component values). Then, after an initialization of the 
optimization variables, which are set by the designer expertise, a first optimization routine starts, 
where the performances are evaluated via frequency-domain analysis of the closed loop transfer 
function (classical design method based on Bode plots). Once an optimal solution is obtained, a time-
domain simulation with the calculated parameters is carried out. If differences are found between the 
analytically predicted performances and the ones obtained in the numerical simulation, the frequency-
domain models are modified/corrected via correction factors, and the optimization routine is restarted 
again. It will be shown that, after a limited number of corrective iterations, the analytical and 
numerical models converge. At the end of the whole procedure illustrated in Figure 1, the final optimal 
solution is naturally numerically validated. It is interesting to note that during the optimization 
procedure the corrective factors for the analytical model can be saved at each corrective iteration. This 
allows the designer to appreciate the exactness of the initial analytical model and the evolution in its 
correction. This method offers a good compromise between the speed of the analytical model-based 
optimization approach and, at the same time, it provides the accuracy of the time-domain numerical 
simulation-based models. 
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Fig. 1: Proposed optimization scheme integrating analytical and numerical models. 
 



To illustrate the power of such an optimization procedure, two design examples are considered. The 
first one includes typical nonlinearities which would normally lead to complex analytical design 
formulations. The second example illustrates the optimal design of a converter power parts respecting 
its initially defined functional specifications and integrating the maximization of its efficiency.   

Example 1: Controller optimization of a non-linear power converter  

Design problem definition 

In order to illustrate the capabilities of the proposed design method, a first optimization of the 
controller parameters (PI) of an H-bridge 4-quadrant DC-DC converter, with the parameters 
summarized in Table 1, is presented. The optimization objective consists in maximizing the closed-
loop bandwidth of the system ωBW, while respecting a maximum closed-loop step response overshoot 
of 27% and a minimum phase margin of 30º.  

Table 1 Power converter fixed parameters  
PARAMETER SYMBOL VALUE 

DC Bus Voltage VDC_BUS 1000 V 
Filter Inductance L 50 µH 
Filter Capacitance C 22 µF 
Resistive Load Rload 0.5 Ω 

Analytical model 

A simplified analytical model is used to evaluate the closed-loop system transfer function as shown in 
(1), which includes the PI regulator parameters Kp and Ti (proportional and integral coefficients, 
respectively) and the system parameters of Table 1. The closed-loop bandwidth ωBW of the system is 
calculated by solving equation (2). The crossover frequency for the gain ωGC is calculated as shown in 
(3). With this value the phase margin can be calculated as shown in (4). Finally, simplifying to the first 
harmonic, the overshoot constraint can be expressed in the frequency domain as in (5), where the 
factor 1.27 relates to the specified 27% overshoot in the time domain.  

ሻݏ஼௅ሺܩ  ൌ ௄ು.ோ.்೔.௦ା௄ು.ோ஼.௅.ோ.்೔.௦యା௅.்೔.௦మାሺோ.்೔ା௄ು.ோ.்೔ሻ௦ା௄ು.ோ (1) 
 െ3 ݀ܤ ൌ 20. logଵ଴ ቌ ටሺ௄ು.ோ.்೔.ఠಳೈሻ2൅ሺ௄ು.ோሻ2

ටቀሺோ.்೔ା௄ು.ோ.்೔ሻ.ఠಳೈି஼.௅.ோ.்೔.ఠࢃ࡮య ቁ2൅൫௄ು.ோି௅.்೔.ఠࢃ࡮మ ൯2ቍ (2) 

ܤ݀ 0  ൌ 20. logଵ଴ ቌ ටሺ௄ು.ோ.்೔.ఠಸ಴ሻ2൅ሺ௄ು.ோሻ2
ටቀሺோ.்೔ା௄ು.ோ.்೔ሻ.ఠಸ಴ି஼.௅.ோ.்೔.ఠ࡯ࡳయ ቁ2൅൫௄ು.ோି௅.்೔.ఠ࡯ࡳమ ൯2ቍ (3) 

ܯܲ  ൌ ߨ ൅ tanെ1 ቀ௄ು.ோ.்೔.ఠಸ಴௄ು.ோ ቁ െ tanെ1 ൬ሺோ.்೔ା௄ು.ோ.்೔ሻ.ఠಸ಴ି஼.௅.ோ.்೔.ఠ࡯ࡳయ௄ು.ோି௅.்೔.ఠ࡯ࡳమ ൰ (4) 

 20. logଵ଴ሺ1.27ሻ ൐ ݇ଵ. ݔܽ݉ ቌ20. logଵ଴ ቌ ටሺ௄ು.ோ.்೔.ఠሻ2൅ሺ௄ು.ோሻ2ට൫ሺோ.்೔ା௄ು.ோ.்೔ሻ.ఠି஼.௅.ோ.்೔.ఠయ൯2൅ሺ௄ು.ோି௅.்೔.ఠమሻ2ቍቍ (5) 

 
As this analytical formulation is based on many hypothesis (first harmonic approximation, no 
saturation effects, etc.), one can foresee to correct one or more than one of the above analytical 
equations with the proposed design method. For illustration and simplicity purposes, it has been 
decided to foresee the correction of the overshoot estimation in (5). Indeed, a correction factor k1, is 



added to this expression to increase the accuracy of the analytical model. Its derivation will be 
presented hereafter. 

The non-linear constrained optimization process takes place and is based on the above mentioned 
analytical model. At the end of this process an optimal design solution, based on the inaccurate 
analytical model, is obtained. This intermediate optimal design solution is afterwards numerically 
simulated in the time domain. 

Time domain numerical simulation and corrective factor derivation 

Figure 2 illustrates the considered model for time domain numerical simulation. This model takes into 
account phenomena which were not considered in the analytical model, used for optimization 
purposes. In this model all harmonics are naturally considered and a saturation, representing the DC-
Bus voltage limitation of this converter, has been integrated. 
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Fig. 2: H-bridge DC-DC converter numerical simulation model. 
 

From the numerical simulation one derives the actual voltage overshoot peak (Ovs) obtained from a 
step response. At this point the measured overshoot can be translated into an equivalent Gain in the 
frequency domain (in dB), still with first harmonic hypothesis, as shown in (6). 

ሻܤሺ݀ ݐ݋݋݄ݏݎ݁ݒܱ ൌ 20. logଵ଴ ൬ ை௩௦௏ವ಴_ಳೆೄ൰ (6) 
 

Then, the correction factor k1 can be derived as in (7). 
 ݇ଵ ൌ ை௩௘௥௦௛௢௢௧ ሺௗ஻ሻ ௉௘௔௞ ௣௥௘ௗ௜௖௧௘ௗ ௕௬ ௔௡௔௟௬௧௜௖௔௟ ௗ௘௦௜௚௡ ௠௢ௗ௘௟௦ ሺ௥௜௚௛௧ ௛௔௡ௗ ௦௜ௗ௘ ௢௙ ሺହሻሻ (7) 

 
At this point the analytical model is corrected, and the process can restart with a new optimization 
procedure based on the newly corrected model (via k1). 
 
Optimal design process summary for Example 1 

The sequential hybrid optimization procedure can be summarized as follows: 

1. Set initial conditions for the PI controller (Kp and Ti) and k1=1. 
2. Start non-linear constrained optimization process based on the analytical method. 

a. Compute the bandwidth ωBW from (2). 
b. Compute phase margin PM from (3) and (4). 
c. Compute the overshoot from right hand side of (5). 
d. Check optimality (a.) and constraints (b. & c.) and iteration on Kp and Ti (variables). 
e. Restart optimization iterations until reaching optimality and respecting constraints. 

3. Transfer optimal parameters to time domain numerical simulation and start simulation. 



4. From simulation results compute the correction factor k1. 
5. Restart from point 2. until the error between analytical and numerical results are within a pre-

defined limit. . 

The passage from point 4. to point 5. is called “corrective iteration step”. 

Example 1 design optimization results 

Figure 3 shows the evolution of the overshoot peak predicted by the analytical design models and the 
one achieved in the numerical simulation, for each corrective iteration step. Figure 4 shows how, after 
9 corrective iteration steps, the absolute error of the predicted overshoot peak during the step response 
drops below 10%; and the final correction factor approaches 7.  

 
Fig. 3: Evolution of the overshoot peak predicted by the frequency domain design models versus the 
ones obtained by numerical simulation 

 
Fig. 4: Evolution of the absolute error on overshoot and correction factor during 24 iteration steps. 

The final correction factor value is relatively high. Indeed, this means that the analytical formulation 
of the overshoot is highly inaccurate for this specific optimization procedure. This is due to the 
nonlinearity effect of the DC-Bus voltage limitation. This saturation is not being considered into the 



analytical method and, in this case where the bandwidth has to be maximized, it is clear that the output 
of the PI controller is saturated during the vast majority of the voltage step-up time. Even with a 
highly inaccurate analytical formulation, the method could converge to an optimal, and at the same 
time numerically validated, solution in 25 corrective iteration steps only.  

Example 2: Optimization of a Damped Output Filter 

In this second example we illustrate the application of the proposed method to the dimensioning of a 
buck converter equipped with a passively damped output filter and a resistive load, as illustrated in 
Figure 5. The power converter must respect the specifications shown in Table 2.  

Table 2 Specifications  
PARAMETER SYMBOL VALUE 

DC Bus Voltage VDC_BUS 1000 V 
Resistive Load R 1 kΩ 
Desired Output Voltage VOUT 500 V 
Maximum Rise Time TRISE_MAX 200 µs 
Minimum attenuation of switching frequency harmonics AFS 40 dB 
Maximum overshoot peak AOV 1 dB 
Flat-Top length TPULSE 2 ms 
Repetition rate RR 20 Hz 

The power converter has to produce 2ms pulses of 500V with a repetition rate of 20Hz. The objective 
function consists in minimizing the sum of the converter capital cost and the operating cost due to the 
total losses (switching and conduction losses in IGBT T1, conduction and reverse recovery losses in 
free-wheeling diode D1, losses on damping resistor RD and losses on inductance L) over a period of 5 
years. Output capacitors ESR will be neglected. The optimization variables are: the switching 
frequency, L, C, Rd and Cd values. After each analytical optimization step, the overshoot peak and the 
ripple attenuation values are verified by numerical simulation and correction factors applied to the 
analytical models to improve their precision. In this case the open-loop transfer function of the system 
is: ܩ஼௅ሺݏሻ ൌ ஼೏.ோ೏.ோ.௦ାோ஼.஼೏.ோ೏௅.ோ.௦యାሺ஼.௅.ோା஼೏.௅.ோା஼೏.௅.ோ೏ሻ.௦మାሺ஼೏.ோ೏.ோା௅ሻ.௦ାோ (8)  
 
The overshoot (in dBs) of the system can be calculated in the same way as in Example 1, including the 
same correction factor k1. 

 20. logଵ଴ሺ1.12ሻ ൏
݇ଵ. ݔܽ݉ ۈۉ

.20 ۇ logଵ଴ ۈۉ
ۇ ට൫஼೏.ோ೏.ோ.ఠ೑ೞ൯2൅ሺோሻ2

ඨ൬ሺ஼೏.ோ೏.ோା௅ሻ.ఠ೑ೞି஼.஼೏.ோ೏௅.ோ.ఠ࢙ࢌయ ൰2൅ቀோିሺ஼.௅.ோା஼೏.௅.ோା஼೏.௅.ோ೏ሻ.ఠ࢙ࢌమ ቁ2ۋی
ۊ

ۋی
ۊ

 (9) 

The minimum bandwidth of the system is computed using the classical relation between bandwidth of 
a signal and its rise time (to be respected from the specification in Table 2) as shown in (10). The 
attenuation of the switching frequency harmonics is calculated as shown in (11). A correction factor k2 
has been added in order to correct this expression. Again, only the first harmonic of the input voltage 
waveform has been taken into consideration in the analytical formulation as a simplification.  

 ܴܶሺݏሻ ൌ ଴.ଷହ஻ௐሾு௭ሿ (10)  
 



ሻ௙௦ܤሺ݀ܣ ൌ ݇ଶ. 20. logଵ଴ ۈۉ
ۇ ට൫஼೏.ோ೏.ோ.ఠ೑ೞ൯2൅ሺோሻ2

ඨ൬ሺ஼೏.ோ೏.ோା௅ሻ.ఠ೑ೞି஼.஼೏.ோ೏௅.ோ.ఠ࢙ࢌయ ൰2൅ቀோିሺ஼.௅.ோା஼೏.௅.ோା஼೏.௅.ோ೏ሻ.ఠ࢙ࢌమ ቁ2ۋی
ۊ

 (11) 

݇ଶ ൌ ெ௘௔௦௨௥௘ௗ ஺ሺௗ஻ሻ೑ೞ ௜௡ ௡௨௠௘௥௜௖௔௟ ௦௜௠௨௟௔௧௜௢௡௉௥௘ௗ௜௖௧௘ௗ ஺ሺௗ஻ሻ೑ೞ ௕௬ ௔௡௔௟௬௧௜௖௔௟ ௗ௘௦௜௚௡ ௠௢ௗ௘௟௦    (12) 

During the rise-time the losses in the damping resistance are evaluated considering the average current 
necessary to charge Cd capacitor to VOUT (13). During the pulse, only the ripple current passes through 
the Cd-Rd branch, so the losses during this period can be computed as shown in (14). 

   ோܲ೏_௥௜௦௘ሺݏሻ ൌ ܴௗ. ቀ஼೏.௏ೀೆ೅௧ೝ೔ೞ೐ ቁଶ . .௥௜௦௘ݐ ܴܴ     (13) 

ோܲ೏_௣௨௟௦௘ሺݏሻ ൌ ܴௗ. ൭ ௏ೀೆ೅    ೇೀೆ೅   ೇವ಴_ಳೆೄଶ.௙௦.௅ ൱ଶ . .௣௨௟௦௘ݐ ܴܴ    (14) 

 

The losses in the inductance are calculated with the assumption that there are the same losses in the 
magnetic core as in the copper. The required copper surface is computed supposing a current density 
of 2 A/mm2 and a saturation flux density of 1T.  

The conduction and switching losses in the IGBT, and the conduction and reverse recovery losses in 
the diode, are computed following the classical expressions presented in [10]. The selected 1200V 
200A IGBT and diode for this example are the SKM200GB123D and SKM200GAL125D from 
Semikron, respectively. All the necessary data to compute the losses in semiconductors are taken from 
manufacturer’s datasheets. 
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Fig. 5: Buck converter equipped with damped output filter. 

Figure 6 illustrates the evolution of the overshoot peak prediction on the design models over a total of 
10 corrective iteration steps. Figure 7 shows the evolution of the absolute error and the correction 
factor over the design method process. We observe that, after 5 corrective iteration steps, the error 
drops below 1%, whereas the correction factor k1 of the same figure ends at k1=0.62.  



 
 
Fig. 6: Evolution of the overshoot predicted by the analytical models and the one obtained by 
numerical simulation. 

 
Fig. 7: Evolution of the absolute error on overshoot and correction factor during 10 iteration steps 

Figure 8 shows the differences between the expected and the measured ripple attenuation over the 
previous 10 corrective iteration steps. The error rapidly drops to almost zero and the correction factor 
k2 approaches 1, as illustrated in Figures 8 and 9. The fact that k2 almost reaches 1 at the end of the 
procedure, shows that the analytical formulation for the ripple prediction is quite accurate. 



 
Fig. 8: Evolution of the predicted switching frequency ripple attenuation by the analytical models 
versus the ones obtained by numerical simulation 
 
 
 
 
 
 

 
Fig. 9: Evolution of the absolute error on predicted switching frequency harmonics attenuation and the 
correction factor during 10 iteration steps. 

Conclusion 
A novel hybrid optimization method for designing power electronics converters including the 
controller parameters has been presented. This method combines the speed of purely analytical design-
models based optimization methods, with the precision of the time-domain numerical simulation, by 
means of correction factors after each intermediate optimization result. Moreover this method allows 
considering in a simple way, delays and other nonlinearities present in the real system, which are 
difficult to consider in an analytical model.  
The evolution and final values of the correction factors give hints regarding the accuracy of the 
analytical models. It is interesting to note that in this paper the corrective actions have been carried out 
via multiplications with a constant value; however one can also consider a corrective action via 
dedicated functions, which can affect the analytical model sensitivities and have an impact the 
convergence of the presented hybrid optimization design process.   
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