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ABSTRACT. One of two ATLAS Forward Calorimeters, consisting of threedules, one behind the
other, was exposed to particle beams of known energies er todstudy the detector performance
with and without the presence of upstream material in thanhesnd at the inner edge of the
acceptance where shower energy containment is incometia were taken in the H6 beamline
at CERN using electron and hadron beams with energies frotn 200 GeV. Results related to
the intrinsic detector calibration, based on data takeh aininimal amount of material in front of
the detector, have been previously published, but are egdare. This paper focuses on studies
of data taken with additional upstream material in placee &ffiects of this additional material on
the linearity and resolution of the response are preseriféé. response at the inner edge of the
acceptance is also investigated. For all analyses, resattsd on a GEANT4 simulation of the
beam-test setup and detector response are also presented.

KeywoRrDsS Noble liquid detectors (scintillation, ionization, ddafphase); Calorimeters; Large
detector systems for particle and astroparticle physiete&or modelling and simulations | (in-
teraction of radiation with matter, interaction of photomish matter, interaction of hadrons with
matter, etc)
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1 Introduction

ATLAS [1] is one of the two general purpose detectors designed tadahe products of high-
energy proton-proton collisions at the Large Hadron CelliLHC) at CERN ], at luminosities
up to 1¢*cm 2s-1. The energy and flux density of particles produced in theBisioms are largest
near the directions of the incident beams. This harsh emviemt close to the accelerator beam pipe
places severe constraints on the detector elements dddigogeerate there. The ATLAS Forward
Calorimeters (FCals) sit about 4.7 m from the interactiomipalose to the beamline, extending
the calorimetric coverage from a pseudorapidity, of about 3.1 to 4.9. Since tracking in ATLAS
extends only tdn| = 2.5, in-situ calibration techniques relying on tracking cainbe employed.
For that reason, calibration of the FCal using beam-test idagspecially important. The intrinsic
performance of the detector was reported on in a previougatibn [3], which also provided a
detailed description of the beam-test setup. That papesmton the linearity and resolution of the
response to electrons and pions in the case where the anfouatarial in front of the calorimeter
was minimized. The effect of material present between theraation point and the FCal in the
ATLAS environment was not accounted for, nor were the restdimpared to Monte Carlo (MC)
simulations. Both of these issues are relevant for a compietlerstanding of the performance of
the FCal that is now installed and operating in ATLAS. Theg®ds are the focus of this paper.
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Figure 1. A schematic cutaway view of the ATLAS endcap cryostat, shgvthe location of the forward
calorimeter relative to the other endcap calorimetdyfs [

Each FCal consists of three modules, referred to as FCala|2F&hd FCal3, with a total
depth of about 1. The FCall, a copper module, is closest to the interactigmt.pBehind it are
the FCal2 and FCal3, respectively, which are made mainlygdten in order to optimize both
longitudinal and transverse hadronic shower containnmetits available space. The location of the
FCal within the LAr endcap calorimeter system is illustdate figure 1. A cross-sectional view of
the upper half of the FCal in this environment is shown in &gjwhich more clearly illustrates its
position relative to the other endcap calorimeters, anastsmme of the material located between
the FCal and the ATLAS interaction point (IP). Behind the BC@an un-instrumented copper-
alloy plug provides additional shielding for the muon systeln ATLAS, the FCal sits within
a cylindrical support tube with a cone-shaped extensioa ‘fitrward cone”) on the IP side that
bolts to the front face of the endcap cryostat. A cryostakiedd made of 5cm thick aluminum
is located just in front of the FCall. The ATLAS JM moderatbietd (labeled “Poly Shield”
in figure 2) is designed to reduce albedo from the calorimeter back tiitoinner detectorl].
This shielding consists of a tube of outer radius 178.5 mm388 mm thickness, extending for
just over a meter in front of the FCal, and an 80 mm thick plughvianer and outer radii of
74.5mm and 178.5 mm, concentric with the beamline and situptst upstream of the cryostat
bulkhead.

In order for the FCal to operate in the very high-flux envir@mhat the LHC, the liquid
argon (LAr) gaps must be much smaller than the 1-2 mm thaaditional in a LAr calorimeter.
This constraint is accommodated by using thin annular LAssgariented parallel to the beamline.
Electrodes are formed by inserting an absorber rod, whioreses the anode, into a copper tube
which acts as the cathode. The rod is positioned concelhrigsing a helically-wound radiation



Pump

[ [ [ 1 [ [
350 400 450 500 550 600 650 7 (cm) g

Figure 2. A cross-sectional view of the upper half of the forward ciaheter, in the cryostat support tube
which houses it. Cryostat walls are shown in black. Pasielgn| ~ 3.7 (shown) must traverse both the
the tube portion of the polyethylene shielding and the datdsulkhead. At highen| there is additional
material, for instance the plug portion of the Poly Shieldvadl as a metal pump, also illustrated.

hard plastic (PEEK) fibre that maintains the narrow (2&9in the FCall) LAr gap and electrically
separates the anode and cathode. These electrodes agedriam hexagonal pattern within an
absorber matrix, leading to a detector with a fine laterahsagation that can be exploited in
the event reconstruction. For high voltage distributiond aignal readout, electrodes are ganged
together, in groups of 4/6/9 for the FCal1/2/3, using imerect boards at the readout face of each
module. In each module, readout channels correspond tosfatir electrode groups over most
of the detector volume; at the inner and outer peripheresgout channels are formed by single
electrode groups.

This paper describes the performance of one of the two fineWSIforward calorimeters for
single particles, i.e. electrons and pions, over the enengge of about 10-200 GeV, in an environ-
ment in which some of the material located upstream of thd FCthe ATLAS environment has
been modelled. Details of the design and construction odiétector can be found in referené&s. |
Details on the ATLAS detector, including information on tinaterial that sits between the ATLAS
interaction point and the front face of the FCal, can be foimfll]. Only material associated
with the endcap calorimeter (as illustrated in fig@)yeras been modelled in the simulation results
presented here.

Section2 briefly describes the goals of the beam test, the experimsetiap, and the Monte
Carlo simulation infrastructure. Analysis of the data andnit¢ Carlo samples for both electrons
and pions is described in sectiBnSectiond briefly compares the results to similar results obtained
from a separate beam test designed for study of the combieddrmance of the endcap and
forward calorimeters. A summary and conclusions are peavid sectiorb.
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Figure 3. A view of the region of the FCal instrumented for the bean. td&$he five beam impact point
regions are illustrated, as are an aluminum plate used tolaied the cryostat bulkhead and a polyethylene
piece simulating the plug portion of the ATLAS JM moderateanthe beam hole. The beam impact angle
at each pointis listed in the table.

2 Experimental setup

2.1 Beam test overview

The FCal beam-test setup and recorded datasets are dddoritegail in referenced] and briefly
below. The aims of this beam test were:

¢ to determine the FCal energy calibration;
e to study the FCal performance in the presence of upstreamrialat

e to study the performance for particles near the inner raghigh-n| region) of the FCal,
where energy leakage down, and/or “splashing” across tami®le becomes relevant.

Note that studies of the performance at the outer (lgyy-edge were done in a separate beam
test |6, 7] using a setup involving the other LAr endcap calorimetdrsystems, since an under-
standing of the calorimeter performance in this region lve® an understanding of the energy
sharing between the different calorimeter subsystemsfigem 2) and of the energy lost in the
crack region between them.

Different beam-test conditions were used for investigatid the topics of interest here; in
particular, different beam impact points were used. Theseslaown in figure8 which also illus-
trates the locations of some of the simulated upstream raktdhere are two points (4L, 4H) at
positions corresponding tq | ~ 3.7 where shower energy containment is maximal, and three over
lapping beam spots (1, 2, 3) close to the inner edge that wimeded for a study of the response in
this difficult region where energy can escape down or splesisa the beam-hole. Previously pub-
lished results on the energy calibration relied on analyibe data taken at the 4L position, where
the amount of upstream material was minimized. For all otmgract points, upstream material
associated with the endcap cryostat was modelled, as beddater in this section. This paper
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Figure4. Schematic of the beamline setup for the FCal calibrati@nbgest (not to scale).

focuses on the results obtained from an analysis of data takthe 4H impact point, in order to
investigate the effects of the upstream material on thecttetperformance. Results are compared
to simulations in order to evaluate the ability of the sintiola to model the detector performance
as well as the effects, on the performance, of the upstreateriala In section3.6 results from
analysis of the inner-edge-scan data are also presented.

As mentioned above, for the datasets under discussion dregdtempt was made to simulate
some of the conditions at ATLAS, where particles|f ~ 3.7 traverse a substantial amount of
material before reaching the FCal, such as the cryostahbatk and the tube portion of the AT-
LAS JM shielding; the latter represents a large thicknedsoodted polyethylene at these incident
angles. In ATLAS there is also material associated with timei detector and associated services.
However, at the time of the beam test, the amount of this ria&teas not well known, and since it
was expected to vary strongly withand @, no attempt was made to simulate it.

The original plan for the beam test was to use a completed iR€allled in its support tube.
However, delays in the availability of the tube made thisraggical. Instead a purpose-built stand
was constructed to hold the production modules of the FGahfo C-side of ATLAS. These were
positioned with close-to-nominal spacing, and the sefmrsand any small relative rotations were
surveyed after installation. To protect the modules agany debris left after cleaning of the
cryostat (which might induce HV shorts in the very narrowuldjargon gaps) the detector stand,
with the three modules installed, was placed into a “bathtaéde of 1.5 mm thick stainless steel.
This had several holes covered with a fine stainless steddi tnedlow LAr to flow in during filling
of the cryostat. The LAr fill was controlled to maintain a Ielelow the top of the bathtub.

Modelling the material of the local upstream environmenantenodelling the cryostat bulk-
head and the tube and plug portions of the ATLAS JM moderdtbe tube region was modelled
by placing polyethylene in the beamline upstream of thestatoin the slot of an iron wall located
just upstream of the cryostat (see figdjewhile the plug portion, relevant only for positions 1-3,
was modelled with a polyethylene piece mounted to the omitsfdhe front-face of the bathtub.
The cryostat bulkhead was modelled using 5.0 cm of alumirhwtted to the inside wall of the
bathtub, with a cut-away around the 4L position. The matenaunted on the bathtub wall is il-



lustrated in figure8. At position 1, the innermost scan point, an ion pump thatisithe evacuated

region of the forward cone, was modelled with a small 30 mioktaluminum block placed in the

beamline about 900 mm upstream of the detector. In ATLASIirther bore of the FCal (referred
to here as the beam-hole) is occupied by the LHC beam-pipe.thEdbeam test, a thin-walled
sealed stainless steel cylinder was used to exclude LAr fhagregion. This is important only for

the inner-edge studies. An excluder made of Rohacell wasglaetween the inner wall of the
cryostat and the outer wall of the bathtub. However, there meaexcluder between the inner wall
of the bathtub and the FCall front face, 15 cm downstream ofithe 4H position, 5cm of this

depth was occupied by the aluminum plate used to model ttestatybulkhead. In ATLAS the

nominal thickness of this volume of LAr is 29 mm.

2.2 Beamlineinstrumentation

The beam-test setup and beamline instrumentation argdtad in figure4 and described in detall
in reference 3]. Briefly, it contained several scintillators used for gaging, including one with

a 6.5cm diameter circular cut-out used as a veto-countee Witde beam profile was chosen in
order to average over beam-particle impact points on tharioadter, since the response is known
to have some dependence on the impact point relative to tiesteelectrode: e.g. the response
to particles arriving at the calorimeter front face neardhbater of an electrode rod is lower than
that of particles that hit the calorimeter front face nearItir gap B]. The impact point of each
beam patrticle is reconstructed using information from ao$é&eam Position Chambers (BPCs)
to extrapolate the beam tracks to the front face of the FCa&LE®AR [9] counter, located in the
H6 beamline upstream of the instrumentation illustratefitjore 4, provided particle identification
information which was mainly used for proton-pion sepaaiin the hadron data. Downstream of
the cryostat was a steel/scintillator tail-catcher, to/mte measurements of any leakage out of the
back of the FCal, and an iron/concrete beam stop, behindhwhés a muon counter. The aperture
of this counter was insulfficient to provide coverage for edlittered muons, especially at the lowest
energies, so information from the tail-catcher was alsaiired for the efficient suppression of
muons. Beam particles were selected using a set of “beamictgaequirements as described in
reference 3], based on information from all of the beamline detectors.

2.3 GEANT4 Monte Carlo ssimulation

The beam-test setup has been modelled using GEANQ4Version 4.9.2), with the FCal detector
description extracted from the ATLAS detector simulati@tkage, with a small (5%) adjustment
to the density of the electrode rod material in the hadroridufes, to better reflect the measured
value. The simulation of the ATLAS Liquid Argon Calorimetisr described in detail in refer-
ence [L1]. As is the case in ATLAS, all simulations of the forward a@eeter, with its narrow
LAr gaps, use a GEANT4 range cut of Btn. For the beamline detectors (scintillators, tracking
chambers) only the material is modelled; no signals are édrnParticles are generated starting
at the position of the vertical deflection magnet (B9) abduim3upstream of the FCal and trans-
ported through the materials of the beamline and the criyasté bathtub walls, to the detector.
For the results presented here this was done using a beaaispaghly 6.5 cm diameter, to match
the acceptance of the hole-veto counter. For most simaitihhe beamspot was uniformly pop-
ulated: while the beam profile in the data was not uniformaiied slowly over the acceptance



and studies show that modelling the true beam profile doesignificantly affect the results for
positions 4L and 4H which are far from the inner edge. Thisoisthe case for simulations related
to the inner-edge studies, as will be discussed in sedti@n

For the FCal, the energy deposited in the LAr gaps is comdért® ADC counts using the
previously published EM-scale factors for each module ngy$he known pulse shape, this infor-
mation is used to generate the digitized pulse-shape samypected by the ATLAS reconstruction
chain. Since the noise in the data was not constant over lilgefind of the beam tes8], for each
Monte Carlo sample (beam type, beam energy) electronice mothen added channel-by-channel,
based on the values obtained from the set of data runs useldafobeam type and energy, with
correlations taken into account. The resulting Monte Cadmples were then reconstructed and
analyzed in the same way as the data.

For modelling of the data taken at positions 1, 2, 3 and 4Hugsream material described
in sectionl was included in the simulation. The beam-hole region of tBalRvas modelled as
a stainless steel cylinder with dimensions matching thd$beocylinder used to keep this region
free of liquid argon; the interior of the cylinder was moeellas vacuum.

For simulation of pions, three different GEANT4 physicédizere investigated: QGSBERT,
QGSPBERT_HP and FTFEBERT. The first of these is the default for ATLAS simulationhe
second is the same model but with high-precision modellorgdw-energy neutrons. The third
uses a different model for the high-energy inelagtjzcollisions. Use of the QGSBERT HP
physics list was in part motivated by studies showing laiifferénces, relative to QGSBERT, in
the modelling of hadronic showers in tungstég][

3 Dataanalysis

3.1 Overview

This paper focuses on a comparison of results obtained fratyses of the data taken at the 4L and
4H positions, in order to investigate the effects, on thégoerance, of the material upstream of the
FCal. Results from both datasets are also compared to Mante &mulations in order to investi-
gate the simulation’s ability to model both the intrinsiafpemance of the detector and the effects
of the upstream material. Cell-level signal reconstructias done using the OFC technique][
that is used in ATLAS and described in our previous publaafB]. Since that publication, a small
problem with the beam-test implementation of the energgnstuction was discovered and fixed.
In order to properly evaluate the effects of the upstreaneri@tby comparison of the results at
the 4L and 4H positions, the 4L results are updated here;rtalysis of both datasets is the same
as the published oheexcept for the one bug fix and the removal of CEDAR requiresi¢nsed
for pion-proton separation) in the analysis of data takéngusegatively-charged hadron beams.
As in the previous study, for both electrons and pions a dyilbal clustering technique was used,
in which the reconstructed energy in each module was olttdizgesumming the energies of all
channels within a certain radial distance of the beam-@artmpact point, obtained by extrapo-
lation of beam particle tracks reconstructed from the BPfa.dBistances were calculated based
on the center of each readout channel. For electromagrietigess, about 99% of the energy is

1A more recent release of the ATLAS Athena software frameweak used.



deposited within an 8 cm cylinder centred on the electronaichjpoint on the face of the FCall

module. For pions, a larger cylinder is required for contaént of the broader hadronic showers,
and cells from all three modules must be clustered. Cortioibs from any residual hadron con-

tamination in the electron data are modelled using hadrom td&en at the same energy, though
studies show that the results do not depend much on suchikeddtaatment of this background.

When analyzed for this purpose, the hadron data were reocte with the same cylinder radius

as used for electrons.

Analysis of the inner-edge-scan data (positions 1, 2 anda3)dwne using the same cell-level
reconstruction, but a different clustering algorithm,csirthe cylindrical clustering procedure is
ill-defined in the region near the inner edge. The topoldgitizsstering algorithm 14] used for this
analysis is the default clustering algorithm used for haidrenergy reconstruction in ATLAS and
is also investigated for the 4L and 4H datasets in se@ibn

Below, the electron analyses are first discussed, alongétpredictions of the corresponding
Monte Carlo simulations. Following that, the analysis of thata taken with hadron beams is
presented. In each case, results are presented for both #redMH datasets. An investigation of
simple electromagnetic and hadronic shower shape disitiitalis discussed in secti@&4, mainly
for validation of the Monte Carlo simulations. Secti8rb introduces the topological clustering
algorithm and investigates its performance for electroth pion energy reconstruction at the 4L
and 4H points. Finally, in sectioB.6 the results of the analysis of the data from the inner-edge
scan are presented.

3.2 Analysisof electron data

Beam particles were selected as describedjin fFor accepted events, the energy reconstruction
in each of the FCal modules was performed as described alitweresults for the response to
electrons were obtained using 8 cm cylindrical clusterihg®@all cells. The expected signal shape
is slightly non-Gaussian due to the impact point variatibthe FCal response, discussed earlier;
this effect is most pronounced at higher energies. As in teeigusly published analysis, the
reconstructed energy spectrum is fitted with a function isting of the sum of a double Gaussian,
parametrizing the signal, and a description of the hadronribwtion, with a shape obtained from
analysis of the hadron data (taken at the same energy antibppgind a normalization that is
allowed to float. Fits that do not model this background yieddy similar results. As a systematic
study, the double-Gaussian fit was performed in two ways.hénfirst, all six parameters were
allowed to vary in the fit. In the second, at all energies, #tmmof the means of the two Gaussians
and the relative populations were constrained to have thesabtained from the fit to the 200 GeV
data. The latter constraint is motivated by the hypothdss the relative population of the two
Gaussians is dominantly determined by the geometry of theelh i.e. the relative populations of
different beam-particle impact points with respect to teete of the closest electrode. These two
fit procedures yield almost identical results. A single-&aan parametrization was also examined.
This provides a much poorer fit in the signal region, but theeaexed signal parameters are not
dramatically affected. Each fit was done over the full ranfjeeconstructed energies, excluding
the region near zero where muons can contribute. The recctedt energy and resolution are
determined from the parameters of the two Gaussians fittéldetsignal peak. The background
treatment used requires the existence of a hadron datkset & the same energy and position.
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Figure 5. Energy spectra from electron data at 4L, obtained usingamn 8ylinder sum. In each case the
points represent the data, the solid line shows the restilfsedfit described in the text while the dotted
line shows just the fitted contribution of the hadronic backgpd. The plot at the bottom right shows the
reconstructed noise for each 4L energy point.

However, 20 GeV hadron samples are not available at eitleedlthor 4H position. The results
of the analysis at each of the beam energies are shown indi§wed6 for the 4L and 4H data,
respectively. The results of the fits are overlaid. In theeaaisthe 20 GeV data the fit function
was a double Gaussian only, since no hadron data was agaildbivever, the tail to lower energy
is small in this case. Results are presented using a logadtiertical scale in order to clearly
display the tails of the distribution. Also shown in the lawight plot of each figure is the noise
contribution for each energy point, obtained by clustereds from randomly-triggered events
from the same data runs. This varies from point to point duthectime-dependence mentioned
earlier.

In the case of the analysis of the 4L data, these results egtlase that were previously
published 8], which were used for determination of the FCall electronetig scale factor. The
response linearity and (noise-subtracted) resolutioraeted from these distributions are shown in
figures7 and 8 respectively. At the 4L position, the electromagnetic sdattor (ADC— GeV)
is (120+0.1) compared to the previously published value(®2.07+0.07+ 0.07). The~ 1%
difference is due to the energy-reconstruction bug meataarlier, which resulted in a small sys-
tematic underestimation of the energy, due to a roundiray em the result of the signal amplitude
reconstruction with the OFCs. As was the case for the puddisiksults, the fit yields a slightly
negative intercept{9.6+ 0.1 ADC counts), which is attributed to energy losses in therhies,
including those that occur upstream of the B9 magnet (whiemat modelled in the simulation).
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Figure 6. Energy spectra from electron data at 4H, obtained usingcam &linder sum. In each case the
points represent the data, the solid line shows the restilfsedfit described in the text while the dotted
line shows just the fitted contribution of the hadronic backgnd. The plot at the bottom right shows the
reconstructed noise for each 4H energy point.

The residuals from the linear fit are also shown; the plottears are dominated by systematic un-
certainties, evaluated as described in refereBtenhich are mainly due to imperfect knowledge
of the beam energies, and the choice of clustering radiushEdinearity at position 4H, a slightly
smaller EM scale factor is obtained, along with a slightlyrenaegative intercept(17.5+0.1
ADC counts). The change in the intercept of the linear fit, @uenergy lost in the upstream mate-
rial, is similar in data and Monte Carlo, and correspondsnta@ditional upstream energy loss of
about 700 MeV for electrons at 4H. The fit residuals at the 4d 4t positions, shown in figurg
are within 1% except for the lowest energy point at the 4Htmsi The simulation results indi-
cate a small bias for the lowest energy point, which may aatcfar some of the deviation from
linearity seen for the data in this region.
For the resolution, the noise-subtracted distributioesfitied to a parametrization of the form
O b
= \/—E @c.
At position 4L, the fit yieldsb = (27.0+0.9)%/GeV andc = (3.6 +0.1)% respectively, where
the quoted errors include statistical (see tableind systematic uncertainties. These are to be
compared to the previously published value$2&5+1.0)%+/GeV and(3.5+0.1)%. The quoted
uncertainties are, in each case, dominated by systematsciated with variation of the beam
particle selection criteria and the fit parametrizationduee extraction of the signal parameters.
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Figure 7. The upper plots show the response linearity for electrbns) analysis of data taken at posi-
tions 4L and 4H, with the results of a linear fit overlaid. Tbheér plots show the corresponding residuals.
Monte Carlo predictions are also shown.
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Figure 8. Resolution of the FCal response to electrons, as a funofibeam energy, from analysis of data
taken at positions 4L and 4H. Simulation results are alsevehand fit results are overlaid. The errors
shown are statistical only.

At position 4H one expects some degradation in the stochistn due to fluctuations in the
energy loss in the upstream material. This is observed, thihstochastic term increasing from
(27.0+0.9)%/GeV to (33.7+0.8)%+/GeV. The constant term is slightly smaller than at 4L,
possibly due to early showering in the upstream materiatkwvhay slightly reduce the effect of
the impact point dependence of the response. The plots latso the results of the simulations,
which predict poorer resolution at high energies than isallst achieved. The resolution distri-
butions have all been fitted to the parametrization desgridzelier; the results are summarized in
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Table 1. Results of fits to electron energy resolution results faa@ad Monte Carlo at 4L and 4H. Quoted
errors are statistical only. Systematic uncertaintieslaseribed in the text.

Stochastic term (¥ GeV) Constant term (%)
4L 4H 4L 4H
Data 27.0+0.2 337+0.2 3.58+0.02 | 3.11+0.03
Simulation | 24.7+0.3 281+0.3 4.56+0.03 | 3.96+0.03

tablel. At both positions, the stochastic term from the simulai®lower than observed in data;
the constant term, however, is slightly higher. The retativcrease in the stochastic term when
comparing the 4H results to those at 4L is larger in data thavidnte Carlo, while the relative de-
crease in the constant term is in good agreement. The differia the constant terms derived from
data and Monte Carlo is similar to that seen in a previous deatB], which presented resolution
results for electrons over the same range of energies igagstl here. That test used a prototype
FCall module and compared results to predictions from b&AMKT3 and GEANT4. The elec-
tron resolution at high energy was shown to be well descriibethe GEANT3 simulation, while
the GEANT4 simulation predicted a poorer resolution thaansga the data, by an amount similar
to that presented here. For the present analysis, checlesdeee to see whether the larger con-
stant term in Monte Carlo might be related to a mis-modellingsimulation, of the impact-point
dependence of the detector response. At the highest eneirtty where the discrepancy is largest,
this was found not to be the case. Reweighting the Monte Gaople (193 GeV electrons at
position 4L) to account for the slightly different impaatipt dependence observed in data reduces
the prediction for the relative energy resolution only Istig, from 4.97+0.03% to 4864 0.01%.

3.3 Analysisof hadron data

For the hadron data, the energy reconstruction involvesdhnebination of the energy deposited
in the three individual FCal modules, each of which has aediffit sampling fraction and thus
a different electromagnetic scale. Each module additiprieds a different relative response to
electrons and hadrons. Both effects must be accounted fen wbmbining information from the

three modules for the reconstruction of the total hadroniergy. In the present and previously
published analysis, this is done using a simple “flat-weigjittechnique in which the energy

is reconstructed from cells within a 16 cm radius of the bgraricle impact point, as a sum of
the form

E = 0101(ADCFcai1) + 9202(ADCrcai2) + 9303(ADCrcalz) (3.1)

whereay, a, and a3 are the (ADC— GeV) electromagnetic scale factors for the three modules
andgi, g» andgz are chosen to minimize the energy resolution, with the caimdtthat the average
reconstructed energy equal the known beam energy. Becauelgs hit the calorimeter at an
angle, the impact points around which the clustering isquaréd are obtained by projecting the
particle track to the front face of each of the three modules.

The flat weights are derived separately at each energy arshaven for each module, as a
function of energy, in figur®, for both the 4L and 4H analyses, along with the predictionmf
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Figure 9. Flat weights for hadronic energy reconstruction, derifreth the data, at each energy point.
The predictions of the simulation are also shown. Thesdteeare for the cylindrical clustering procedure
described in the text.

simulations, using each of the three hadronic physics listggeneral the data/MC agreement is
quite good. This is not the case for the lowest energy poithénFCall, and the low energy
deposits in the FCal3 lead to rather large uncertaintiebeg4 values. The energy-dependence is
seen to be rather weak at higher energies.

Since energy-dependent weights can anyway not be used &&&Td_single set of weights is
used for the reconstruction at all energies. In ATLAS, mdghe jets in the FCal have very high
energy, so the results presented below were obtained ustngeights derived from the highest-
energy (200 GeV) data sample. The spread of results obtasiad the weights derived from the
four highest energy points is considered in the evaluatidheosystematic uncertainties.

Figures10 and 11 show the distributions of reconstructed energy at each bexaargy, for
pions selected from the hadronic data taken at the 4L and 4Hiqus, in each case using the flat
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Figure 10. Distributions of reconstructed energy for pions seledtech the hadronic data taken at the 4L
position, obtained using the flat-weighting technique oAsown (bottom right) is a plot of the reconstructed
noise at each 4L energy point, obtained in the manner destiibthe text.

weights derived from the 200 GeV data at the relevant impaictt pAlso shown in the lower right
plot of each figure is the average reconstructed noise atlessrh energy (obtained from random-
trigger events in the corresponding datasets). From thisggbdtions the FCal energy response
and resolution function for pions are derived. Several m@shhave been used; the mean and width
of the distributions have been taken directly from the olesardistributions as well as from fits
using a single- and double-Gaussian parametrizationstheadouble-Gaussian description, both
the four and six parameter fits were performed, as in the sisabyf the electron data described in
section3.2 The four parameter double-Gaussian fit results were usexttact the response and
resolution results shown below, while the other methodsuaesl in the evaluation of systematic
uncertainties. The plots are again presented using a thgac scale to illustrate the extent of
the tails.

Figure 12 shows the ratio of the reconstructed energy to the beam enesga function of
the latter, for the 4L and 4H datasets. The upper plots shewesbults at the EM scale (summed
over the three modules), for data and for the three MonteoGaimples. The lower plots show
the calibrated results obtained from data, using flat weigbtived from data and from each of the
three simulations, in each case from the 200 GeV sampleshaiiionic calibration schemes em-
ployed by ATLAS are purely Monte Carlo based; these distidims illustrate the degree to which
a simple simulation-based calibration scheme reprodieesde particle energy for pions (in this
beam test environment). At 200 GeV, calibration using wisiglerived from the simulation based
on the ATLAS default physics list, QGSPERT, reconstructs the correct energy to within 2—3%.
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Figure 11. Distributions of reconstructed energy for pions seledteth the hadronic data taken at the 4H
position, obtained using the flat-weighting technique oAsown (bottom right) is a plot of the reconstructed
noise at each 4H energy point, obtained in the manner destirkthe text.

Each of the three sets of MC weights reproduces the correxggro within 3—-4%. A slightly
different weighting scheme, based on weights derived aoiynfevents in which the deposited EM
scale energy exceeds 50 GeV (for 200 GeV data or MC) lowessstriation to 2—3%.

Figure 13 shows the noise-subtracted energy resolution at the atditbrscale as a function
of the beam energy, for data and Monte Carlo. In this caseitrte Carlo results are obtained
using the same weights as used for the data. Overlaid in ez is the result of a fit to the
resolution parametrization described earlier. For the dadlyssis, the stochastic and constant terms
are (88.0+ 2.0)%+/GeV and (6.8 + 0.4)% respectively. These supersede the published values
of (94.2+1.6)%/GeV and(7.5+0.4)%. At position 4H, the stochastic term measured in data
increases tq121+ 7)%/GeV; the constant term becoméal1 + 1.2)%. Quoted uncertainties
are dominated by systematics, which are taken as the fuleraf variation seen with use of the
four sets of weights and from variation of the selectioneci@ and fitting procedures. The fit
results for both data and Monte Carlo are summarized in tabl€he agreement between data
and Monte Carlo is generally good. For both 4L and 4H, préafistfor the stochastic term agree
with data to within the total uncertainty, except for the PIBERT prediction at position 4L.
For the constant term, the simulation slightly underestamahe result obtained at position 4L,
though the prediction from QGSBERT is consistent within the systematic uncertainty on the
result obtained from data, and the predictions using therdilio physics lists differ from data
by less than two standard deviations. In contrast to thevielnaseen for electrons the constant
term increases at 4H. There is somewhat wider variationénMbnte Carlo predictions for the
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Figure 12. For pions, the relative reconstructed energy, as a fumcticghe beam energy, for data taken at
positions 4L and 4H. The upper plots show the results at ENeséiam data and from the three Monte
Carlo samples. The lower plots show the results from datg, dalt calibrated using flat-weights derived
from data and from each of the three Monte Carlo samples @h ease using 200 GeV pions).
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Figure 13. The reconstructed relative (noise-subtracted) energglugon for pions as a function of the
beam energy, at positions 4L and 4H, for data and Monte Cd&thch dataset is reconstructed using the
weights derived from data (200 GeV). The overlaid curvestlaeeresults of fits using the parametrization
described in the text.

constant term at 4H, but all of the results are consistetht data within the total uncertainty, quoted
above. None of the three physics lists provides a clearlysoipdescription of the resolution
seen in data.

—16 —



Table 2. Pion energy resolution fit results for data and Monte CartLaand 4H. Quoted uncertainties are

statistical only.

Stochastic term (% GeV) Constant term (%)
aL 4H 4L 4H

Data 880406 | 1207+0.6 | 6.79+0.06 | 6.98+0.07

QGSPBERT 862+11| 1276+11 | 6.544+0.18 | 6.62+0.17

QGSPBERTHP | 905+1.1 | 1233+1.2 | 6.22+0.13 | 7.58+0.16

FTFPBERT 812+11| 1192+11 | 6.044+0.11| 6.77+0.15
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Figure 14. Shower-shape distributions in data and Monte Carlo, f@.1&eV electrons and 200 GeV
pions. The upper plots are representative of the laterashdevelopment for electrons and pions and
are presented at the EM scale, using data from the 4L posifitie lower plots show the sharing of the
energy between the three longitudinal layers of the FCahodt the 4L and 4H positions, again at the

electromagnetic scale.

3.4 Validation of simulation of shower shape variables

For validation of the modelling of the showers in the Montel@aimulations, the distributions of
simple shower shape variables in data and Monte Carlo awenstmofigure 14 using the highest-
energy electron and pion data. As a measure of the transsieoseer profiles, the upper two plots
show the (relative) clustered energy for electrons andspema function of the radius used for
the cylindrical clustering, for data and Monte Carlo. Thes®s are obtained using data taken
at position 4L. To illustrate the longitudinal shower deyahent for pions, the lower two plots
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show energy sharing (at the EM scale) between the threetlmhiigal compartments of the FCal,
obtained using the nominal (16 cm) cylindrical clusterifidhis is shown for both the 4L and 4H
positions, to illustrate the effect of the additional upatn material.

For electrons the data/MC agreement is good. For pions, adsgn of the data and Monte
Carlo results leads one to the conclusion that the simugfoduces hadronic showers which are
both longitudinally and transversely more compact thahseehe data. This is consistent with
what is seen in similar studies of other ATLAS calorimetdoststems, 15, 16].

3.5 Energy reconstruction using topological clustering

The ATLAS inner tracking system covers the regjgn < 2.5. There is no tracking in front of the
FCal, so clustering algorithms relying on knowledge of thetiple impact point are not feasible.
There are two default clustering algorithms used in ATLASljding-window algorithm that is used
for electron and photon reconstruction in the central piti® LAr calorimeter, and a topological
clustering algorithm I4] which uses information from all calorimeter systems andpglicable
over the full acceptance. In the latter technique, clusieesseeded by calorimeter cells satisfying
|Ecell| > 40noise Whereoneise is the average noise for the cell, obtained cell-by-celrficalibration
runs and data. Starting from such a seed cell, all neighbguells (in 3D) are added to the cluster.
Any of these cells which satisfie&ce|| > 20n0ise IN turn has its neighbour cells added, and this
procedure iterates until no cell on the cluster perimetsses this cut. The thresholds are defined
in terms of the absolute cell energies in order to avoid Isiasehe cluster splitting procedure
described in referencd 4] is switched off for this analysis.

The topological clustering is performed using cell enesgie the electromagnetic scale. In
ATLAS, a number of hadronic calibration schemes are sulsgtyuemployed, the most com-
prehensive being the “local hadronic calibration” proaed[l7] which attempts to first identify
individual topological clusters as either electromagneti hadronic in nature, based on various
cluster moments, such as the energy density, and then sygplieections to those clusters identi-
fied as hadronic, also according to a set of cluster momentseguent steps apply corrections for
“out of cluster” energy and energy lost in un-instrumenteaterial.

In the discussion below, the beam-test data are re-analyzied the topological clustering
procedure to reconstruct the EM-scale energy depositseir-@al. Reconstructed energies are
obtained as the sum over all reconstructed clusters. Tise tioiesholds are set relative to the cell
noise levels reconstructed using randomly-triggered tsvieom the same runs being analyzed.

The results obtained for electrons at the 4L and 4H positamessummarized in figureks
and16 which, respectively, show the response linearity and ut®ol. In each case, the simulation
results are overlaid. Results of the fits to the resolutigtrithutions are shown in tabl@ The
stochastic terms are all slightly higher than the corredpanresults in tablel, obtained using
cylindrical clustering. This is expected since the topaabclustering algorithm tends to miss
some energy on the outer periphery of the shower due to tlestbids applied. In the local
hadronic calibration scheme employed by ATLAS, this enasggorrected for at a later stage of
the procedure, but this has not been attempted here.

The EM-scale response to pions as a function of beam enempnipared to Monte Carlo
predictions in the upper plots of figudeZ for both the 4L and 4H positions. This is the sum of
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Figure 15. The upper plots show the response linearity for electrisns analysis of data taken at posi-
tions 4L and 4H using topological clustering, with the résiolf a linear fit overlaid. The lower plots show
the corresponding residuals. Monte Carlo predictions @shown.
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Figure 16. Relative energy resolution for electrons, as a functiobbedm energy, from analysis of the
electron data taken at positions 4L and 4H, using topoldgicatering. Monte Carlo predictions are also
shown, and fit results are overlaid.

the EM-scale energies in the three FCal modules, withoughtigig. Overall, the best descrip-
tion of both the 4L and 4H data is provided by the QG3ERT physics list which, along with
QGSPBERT HP, slightly underestimates the response. As was the casenith the cylindrical
clustering analysis, the FTEBERT physics list predicts a higher than observed respanmsmdst
beam energies, but provides the best description of theslogreergy point, which is significantly
underestimated by the two QGSP-based physics lists.

To permit further comparison with the results from sect®8 these energies are corrected
to the hadronic energy scale using the same flat-weightihgnse described earlier, this time
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Table 3. Results of fits to electron energy resolution results faa@dad Monte Carlo at 4L and 4H, using
topological clustering for the energy reconstruction. @dcerrors are statistical only. Systematic uncertain-
ties on the results from data are discussed in the text.

Stochastic term (% GeV) Constant term (%)
4L 4H 4L 4H
Data 288+01| 348+0.2 | 349+0.02| 3.02+0.03
Simulation| 252+0.3 | 305+0.3 | 4.62+0.02 | 3.82+0.03
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Figure 17. For pions, the relative reconstructed energy, as a fumcticghe beam energy, for data taken at
positions 4L and 4H, using topological clustering. The upgets show the results at EM scale, from data
and from the three Monte Carlo samples. The lower plots shewésults from data only, but calibrated

using flat-weights derived from data and from each of theetiMente Carlo samples (in each case using
200 GeV pions).

with energies reconstructed from topological clustersgsti rather than those obtained with the
cylindrical clustering method. For this one needs the Ellesenergy in each FCal module. These
are obtained by summing over all topological clusters, asigaing the energy of each clustered
cell to the module to which it belongs. Based on the EM-scalergies in each module, flat

weights are re-derived using the same procedure descrdyédrpthese are again well described
by the Monte Carlo, except for the lowest-energy (10 GeVhpolhese weights are then used to
calibrate the response to the hadronic scale. The resnitdafa taken at positions 4L and 4H, are
shown in the lower plots of figuré7. In each case, the calibration is performed using the weight
obtained from data and from each of the three Monte Carlo kn@he Monte Carlo weights
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Figure 18. Energy resolution as a function of beam energy for pion tdden at positions 4L and 4H, with
energy reconstruction using topological clustering. Mo@Garlo predictions are also shown and fit results
are overlaid.

Table 4. Pion energy resolution fit results data and Monte Carlo aitjpms 4L and 4H, based on energy
reconstruction using topological clustering and flat-viadiigg. The quoted uncertainties are statistical only.
Systematic uncertainties are described in the text.

Stochastic term (% GeV) Constant term (%)
AL 4H AL 4H
Data 1135404 | 14364+04 | 4.86+0.08 | 3.80+0.12
QGSPBERT 107.0+0.7 | 1366+0.8 | 497+0.12 | 5.30+0.17
QGSPBERTHP | 107.6+0.7 | 1301+0.8 | 5.18+0.12 | 7.77+0.12
FTFPBERT 10074+0.6 | 1264+0.7 | 459+0.12 | 6.62+0.13

reproduce the correct energy within about 3-4%, as was e wih cylindrical clustering. The
calibration based on weights obtained using the default®g pbhysics list QGSHBERT are again
within 2—3% of the known beam energy.

The noise-subtracted relative energy resolution as aiimof beam energy is shown in fig-
ure 18 along with the Monte Carlo predictions (in this case, retmesed using the same weights
as for the data). The results of fits to the usual paramdtizatre overlaid, and the stochastic
and constant terms obtained for data and Monte Carlo are adged in tabled. Overall, there
is a reasonable description of the resolution at both therdl 4 positions, though the constant
term obtained from the beam-test data is again lower thameitvionte Carlo. This is particularly
evident at 4H where the data indicate a lower constant team &l 4L, while all three simulations
predict an increase. Both QGEBERT and FTFPBERT provide a good description of the relative
increase in the stochastic term due to the additional wgstmaterial at the 4H position.

3.6 Study of energy containment at high ||

The beam-test discussed here had one additional goal, wiaishhe study of energy containment
near the highn| edge of the FCal. This study was undertaken only with the 200 @ions, at po-

sitions 1, 2 and 3. The aim was to understand the energy lo$&égh-energy particles, either due
to leakage down, or splashing across, the beam hole. In tidgsis described below, the recon-
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Figure 19. The total clustered energy at the EM scale (FCall+FCalz+FHGor 200 GeV pions at posi-
tions 1, 2, 3 and 4L.

structed energy is the sum of the energies from all recoetstiiiopological clusters. As described
earlier, the topological clustering algorithm relies orowhedge of each cell's nearest neighbours.
Cells located across the beam hole from one another areaatétt as nearest neighbours, so en-
ergy that splashes across the beam hole will not be clusteithdhe main energy deposit unless
there is a path of neighbour cells along the inner radius ¢hahects the two regions. Energy
deposited in this way could form part of a separate clustertiat will not necessarily be the case.
While the study was originally undertaken in the hope ofwdeg corrections to cluster energies
at high{n|, the results presented here are offered only to demonslratt¢he performance in this
region is reasonably well modelled by the Monte Carlo sirtioifa

In this high{n| region the response distribution is sensitive to localatams in the beam
profile, since particles close to the inner edge deposit paity of their energy in the detector, with
the fraction depending on the distance from the inner edgethis reason, the simulation used for
this study varied slightly from the one described earliethe paper in that the beam profiles used
for the event generation were taken from data rather thatetleas uniform. The reconstructed
energy spectra (at the electromagnetic scale) at the tluiaes@re shown in figur&9 along with
the corresponding energy spectrum obtained from data #iquoéL, for comparison. At position 3
one sees a peak consistent with the one observed at 4L, huaménhanced population of the low
energy tail. At position 2 the response is smeared out evehefiu note that the shoulder seen
in this distribution at about 70-80 GeV is attributable toca+uniform beamspot population. At
position 1 the tail to low energies is higher still. Movingifn position 4 to position 1, one also
sees, at each stage, a small downward shift in the locatitmeahain peak.
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Figure 20. The mean reconstructed energy as a function of the radiedrdie (from the beamline) of the
beam-particle impact point on the face of the FCall moduie200 GeV pions. Beam-test data are shown
as dark circles while Monte Carlo is shown as lighter triasglFor the simulation, the true impact point
is used. These results are at the EM scale and are obtaimadafralysis of the data taken at points 1, 2
and 3, and the corresponding simulations using QB&RT, which is the default physics list for ATLAS
simulations.

An analysis of the data from points 1, 2 and 3, using the trackiformation from the BPCs,
allows determination of the mean reconstructed energy @6r&eV pions as a function of radial
distance of the beam-particle impact point from the beagnlifhis is shown in figur@0 for both
data and Monte Carlo: for the latter, the true impact poinsisd? One sees a reasonable agreement
between the data and the Monte Carlo, which was generated i QGSEBERT physics list.

4 Comparison to other beam test results

The response of the FCal to electrons and pions has also besstigated using data taken dur-
ing the 2004 endcap combined beam test, which was primantgnded for investigation of the
combined performance of the endcap and forward calorinsgstems. The setup used refurbished
beam-test modules of the Electromagnetic Endcap Calasim{&MEC), FCall and FCal2, and
special purpose-built modules for the Hadronic Endcap i@akier (HEC). Due to a lack of space
in the H6 cryostat there was no FCal3 modtiehe setup included a detailed mockup of the end-
cap cryostat material upstream of, and between, the cateinmodules, including the cryostat
bulkhead in front of the FCall module, the FCal support turel the projective forward cone
illustrated in figure2. The JM shielding was not modelled. The gap between the @tybslkhead

2The resolution on the beam-impact point reconstructed trerBPC information is< 1 mm, so is not expected to
affect this distribution dramatically; however, this effevas not included in the simulation.

SThere was, instead, a small parallel-plate copper/LArraaleter installed behind the FCal2 module. However, this
was not used in the analysis of those data.
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and the FCall module front face was the nominal value of 29 Atrone beam-impact point in the
FCal (corresponding t| ~ 3.6), electron and pion energy scans were performed over the sa
range of energies investigated here.

The data from the 2004 beam test have, in particular, beeth tas@vestigate the energy
sharing in the overlap region between the endcap and foreaodimeters, and to study the perfor-
mance of the local hadronic calibration (LC) procedure Wed described briefly in sectid5[7].
Derivation of the local hadronic calibration constantseatets on an accurate modelling of both the
detector and the upstream materials, since the calibretinstants are derived entirely from Monte
Carlo. Such a calibration was not attempted for the FCabstane beam test. However, for com-
parison to the results obtained from the endcap combinewh best some of the cluster quantities
most relevant to the local hadronic calibration procedwaeehbeen investigated here, using the
production modules that are now operating in ATLAS.

The scheme used by the LC procedure to classify topologlaatess as electromagnetic or
hadronic relies heavily on the cluster energy dengignd the cluster depth; [17]. The distribu-
tions of these quantities reconstructed from the 193.1 Qettrens and 200 GeV pion data sets,
at point 4H, are shown in figurl. In each case, data are shown along with the Monte Carlo
predictions. The distributions obtained from the electdata show good agreement with Monte
Carlo. The pion distributions are less well reproduced tiveidistributions here are very similar to
those obtained from the combined beam test, for both datéamte Carlo [/].

The response linearity and resolution results obtaineisrpaper using topological clustering
and flat-weighting are consistent with the results obtafinech an analysis of the 2004 beam-test
data, which are based on the local hadronic calibratiomgusipological clustering (and hence
do not rely on knowledge of the beam impact point). The setopthe two beam tests differed,
making direct comparison of the results difficult. Howevtike EM-scale pion response results (see
figure 17) for the 4H data agree well with similar results obtainechia 2004 beam test (see figure
24 of referenceT]). The hadronic resolution results obtained in referengeaie similar to those
obtained here from analysis of the 4L data, so better thasetbbtained at 4H. However, for the
2004 beam test, the JM moderator was not modelled. Also,itgitlefined corrections for effects
not considered here, one might expect that the LC-basegsamalould yield results superior to
those obtained here at the 4H position. Furthermore, theepoe of the additional LAr volume
in front of the FCall front face, in the beam-test setup desedrhere, results in a slightly larger
stochastic term than would be the case without it. Simutatsults predict that the stochastic term
for electrons drops by about 2% (absolute) if the thickeghisfvolume is reduced to the nominal
value of 29 mm. For pions the reduction is about 4-5%. Theeghf the constant terms are not
significantly affected.

5 Summary and conclusions

The FCal detector for one side of ATLAS has been tested wihtedn and hadron beams in the
energy region of about 10-200 GeV. Previously publishedlt®slemonstrate that the intrinsic
FCal performance meets ATLAS requirements. Neverthelgghtly improved result are pre-

sented here, as the previously published results wergedféy a rounding error in the cell-energy
calculation. The present paper reports a study of beant#tattaken with material placed in the
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Figure 21. Cluster energy density and cluster depth, for topologitiaters reconstructed from pion and
electron data at position 4H.

beamline, upstream of the FCal, in order to investigate fleets of such material on the detector
performance. The response of the detector to beam partiittesy near the inner edge (higrH
region) of the acceptance is also discussed. For all arsjyssented here, the results of detailed
Monte Carlo simulations based on GEANT4 are also preseftieaulation results were not avail-
able at the time of our previous publication.

The effect of the material upstream of the detector is tchlljgdegrade the stochastic term
of the energy resolution. This is reasonably described bystmulation. The modelled material,
however, is only a portion of what is present in ATLAS, so thignparison is relevant mainly as
a test of the ability of the Monte Carlo to model such mategfédcts, rather than to quantify the
response expected in ATLAS.

All hadronic calibration schemes currently employed by AB_are purely Monte Carlo
based. The pion data from the beam test described here hasubeé to show that a simple
simulation-based calibration scheme can reproduce tkeeptitticle energy for pions (in this beam
test environment) to within a few percent. The best resultsobtained using the QGIFERT
physics list, which is the default for ATLAS simulations. #te highest available pion energy
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of 200 GeV, calibration of the data using weights derivedrfrine testbeam simulation based on
QGSPBERT reconstructs the correct energy to within 2-3%. Therogysics lists investigated
performed almost as well.

The performance of the detector has also been investigatée &ightn| edge. For topo-
logical clusters, which are used for object reconstructipATLAS, the losses in this region due
to leakage out past the FCal acceptance appear to be rebsamdiomodelled by the simulation.
This is important for analyses which utilize the full acaepte of the ATLAS calorimeter: see, for
example, reference §].
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