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Abstract

We report measurements of the primary charged particledosapidity density and trans-
verse momentum distributions in p—Pb collisiong/@kn = 5.02 TeV, and investigate their
correlation with experimental observables sensitive godéntrality of the collision. Cen-
trality classes are defined using different event activijineators, i.e. charged particle
multiplicities measured in three disjunct pseudorapidégions as well as the energy mea-
sured at beam rapidity (zero-degree). The procedures ¢ondigie the centrality, quantified
by the number of participantdNgar), or the number of nucleon-nucleon binary collisions
(Ncon), are described. We show that, in contrast to Pb—Pb caiksion p—Pb collisions
large multiplicity fluctuations together with the small ggnof participants available, gen-
erate a dynamical bias in centrality classes based on lgamticltiplicity. We propose to
use the zero-degree energy, which we expect not to introdulygmamical bias, as an alter-
native event-centrality estimator. Based on zero-degneegg centrality classes, théa.
dependence of particle production is studied. Under thenagson that the multiplicity
measured in the Pb-going rapidity region scales with the bminof Pb-participants, an
approximate independence of the multiplicity per partitipg nucleon measured at mid-
rapitity of the number of participating nucleons is obsetvE&urthermore, at higlpr the
p—Pb spectra are found to be consistent with the pp speettedsioyN. for all centrality
classes. Our results represent valuable input for the sifithe event activity dependence
of hard probes in p-Pb collision and, hence, help to estabbselines for the interpretation
of the Pb-Pb data.
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1 Introduction

Proton—lead collisions are an essential component of thgyhien programme at the Large
Hadron Collider (LHC)ml]. Measurements of benchmark peses in p—Pb collisions serve as
an important baseline for the understanding and the irg&apon of the nucleus—nucleus data.
These measurements allow one to disentangle hot nucletarratiects which are characteristic
of the formation of the quark-gluon plasma (QGP) from coldlear matter effects. The latter
are the effects due to the presence of the nuclei themsetekbra the QGP, for exampler
broadening, nuclear modification of parton densities, atiopic energy loss in cold nuclear
matter.

Of patrticular interest are studies of nuclear effects oigmascatterings at large momentum
transfer (hard processes). To this end, the nuclear mailiicéactor defined as the ratio of
particle or jet transverse momentuipr] spectra in minimum bias p—Pb to those in pp colli-
sions scaled by the average number of binary p—nucleon (pel3ions (N.q) is measured
[E]. The latter is given by the ratio of p—N and p—Pb inelasticss-sections times the mass
numberA. In the absence of nuclear effects, the nuclear modificd#iotor is expected to be
unity. In heavy ion collisions, binary scaling is found tddhan measurements of prompt pho-
tons B] and electroweak probeB , 5], which do not strongigract with the medium. The
observation of binary scaling in p—Pb demonstrates thastitoeg suppression of hadrons [6],
jets ﬂ] and heavy flavour hadroris E 9] seen in Pb—Pb colfisiis due to strong final state
effects. Centrality dependent measurements of the nusledification factorR,py(pr,cend,
defined as NP

Rpr(pT7cenl> - <Ncem(>:?jnNT/pp%pT ) (1)

coll

require the determination of the averag™ for each centrality class.

Moreover, it has been recognised that the study of p—Pbs@wik is also interesting in its
own right. Several measuremer@[@—ls] of particle prododn the low and intermediate
transverse momentum region clearly show that p—Pb catiéss@annot be explained by an in-
coherent superposition of pp collisions. Instead the detacampatible with the presence of
coherentm] and collectiv 5] effects. Their strengtbreases with multiplicity indicating
a strong collision geometry dependence. In order to coraibdhis hypothesis a more detailed
characterisation of the collision geometry is needed.

The Glauber modem6] is generally used to calculate genoa¢tquantities of nuclear col-
lisions (A—A or p—A). In this model, the impact paramebecontrols the average number of
participating nucleons (hereafter referred as “participaor also “wounded nucIeons’E[ll?]),
Npart and the corresponding number of collisioNg,;. It is expected that variations of the
amount of matter overlapping in the collision region willactge the number of produced par-
ticles, and parameters such s and Nco have traditionally been used to describe those
changes quantitatively, and to relate them to pp collisions

Using the Glauber model one can calculate the probabilggridutionsr, (v), wherev stands
for Npart Or Negi. Sincev cannot be measured directly it has to be related via a modah to
observableM, generally called centrality estimator, via the condiéibprobability &2 (M|v) to
observeM for a givenv. For each collision system and centre of mass energy, thelnhad
to be experimentally validated by comparing the measurebatility distribution?neadM)

to the one calculated from the convoluticfica(M) = 5, Z(M|v)m,(v). Once the model
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has been validated, for each event class defined b-arterval the average is calculated. In

order to unambigously determimgone chooses observables whose mean values depend mono-
tonically onv. Note that in p(d)—A collisions the impact parameter is dolysely correlated

to v. Hence, although one uses traditionally the term cengraditefer to these measurements,
the relevant parameters axgart andNgoj.

The procedure described above can be easily extended t@akesgmators. Of particular in-
terest are estimators from kinematic regions that are dgudiaconnected after the collision.
The measurement of a finite correlation between them unambgly establishes their connec-
tion to the common collision geometry. Typically these stgdcire performed with observables
from well separated pseudorapidity)(intervals, e.g. at zero-degree (spectators, slow-nasleo
deuteron break-up probability) and multiplicity in the idipy plateau.

The use of centrality estimators in p—A collisions based aitiplicity or summed energy in
certain pseudo-rapidity intervals is motivated by the obeton that they show a linear de-
pendence WitiNpart Or Neoii. This is also in agreement with models for the centralityestep
dence of particle production (e.g. the Wounded Nucleon N’Iq[], or also string models
like FRITIOF [E]). The total rapidity integrated multiplty of charged particles measured in
hadron—nucleus coIIisionBIK‘h*A) at centre of mass energies ranging from 10 to 200 GeV (E178
[1€], PHOBOS [20]) is consistent with a linear dependenceNgg: N2 = NEP - Npar/2.
The ratio of particle pseudorapidity) densities in d—Au and pp collisions exhibits a depen-
dence o, which implies that the scaling behaviour has a strong rgpatependence with
an approximatéNparescaling atn = 0 and an approximate scaling with the number of target
participants I(\I;aarr%et: Npart— 1) in the Au-going direction’%o . In d—Au collisions at RHIC
(v/Sn\n = 200 GeV), the PHENIX and STAR collaborations I[21), 22] havedighe multiplicity
measured in am-interval of width 0.9 centered af ~ —3.5 (Au-going direction) as a cen-
trality estimator. The multiplicity distribution has besuaccessfully described by the Glauber
model assuming\sye - scaling. Finally, in centrality averaged p—Pb collisiatsthe LHC
(v/Swn = 5.02 TeV) the primary charged particle pseudorapidity dgnaitn = O scaled by
the mean number of participants is found to be consisteit thi# corresponding value in pp
collisions interpolated to the sanyésyn ].

At RHIC, the deuteron dissociation probability can be aately modelled by a Glauber calcu-
lation and measured using the zero degree calorimetere id-threction 54]. The mean
number of participants has been determined for centrdhigses obtained with the multiplicity
estimator described above and used to calculate the dauisrak-up probability. Inferred and
measured probabilities are consistent, demonstratingpitielation between collision geometry
and multiplicity, and providing a stringent test for tNgat determination.

Since for example hard scatterings can significantly couate to the overall particle multiplic-
ity, correlations between higpy particle production and bulk multiplicity can also be inddc
after the collisions and, hence, they are not only relatetti¢ccollision geometry. Therefore,
the use o,y from the Glauber model to scale cross-sections of hard psessfrom pp to p—A
has to undergo the same scrutiny as the correlation of thieadién estimator to the collision
geometry. This is necessary also due to the enhanced rol@lapheity fluctuations in p—A.
While the average of centrality estimators vary monotdhjicaith v, for a full description of
the conditional probability”?(M|v) fluctuations ofM for a fixedv have to be taken into ac-
count. In Pb—Pb collisions, these multiplicity fluctuasdmave little influence on the centrality
determination. The range ofis large and??(M|v) converges with increasing rapidly to a

3



Particle production and centrality in p—Pb ALICE Collakhara

Gaussian with small width relative to the the range oHowever, in p—Pb collisions, the range
of multiplicities used to select a centrality class is of gkdmmagnitude as the fluctuations, with
the consequence that a centrality selection based on tittipnay select a biased sample of
nucleon—nucleon collisions (for a discussion of this dffed+Au see]).

In essence, by selecting high (low) multiplicity one chaoset only large (small) average
Npart, but also positive (negative) multiplicity fluctuationsting to deviations from the binary
scaling of hard processes. These fluctuations are partiyeceto qualitatively different types
of collisions. High multiplicity nucleon-nucleon coll@ins show a significantly higher particle
mean transverse momentum. They can be understood as “heotlesions, i.e. with higher 4-
momentum transfer squar€f or as nucleon-nucleon collisions where multiple partortqra
interactions (MPI) take place.

In contrast, a centrality selection that is not expectechttuce a bias on the binary scaling
of hard processes is provided by the energy measurementiveithero Degree Calorimeters
(ZDC) due to their largg -separation from the central barrel detectors. They déieco-called
“slow” nucleons produced in the interaction by nuclear gexation processes, or knocked
out by wounded nucIeonﬂZE%]. The relationship of thegyneéeposited in the ZDC to
the number of collisions requires a detailed model to dbsctie slow nucleon production.
A heuristic approach, based on a parameterization of data fow energy experiments, is
discussed in the present paper.

We will show that centrality estimators using forward neatenergy and those using central
multiplicity give consistent results fodpart andNco, demonstrating their connection to the col-
lision geometry. Based on the considerations outlined @l study two different procedures
for centrality estimation. The first procedure is to deterathe centrality with charged particle
multiplicity. The collision geometry is determined by fiitj the measured multiplicity distribu-
tion with theNgq distribution obtained from the Glauber moo@[lG], conwalwith a negative
binomial distribution (NBD). Due to the possible dynamibads introduced by the multiplicity
selectionN¢g should in this case not be used to scale hard cross-sectiudditional effort

is needed to understand the bias or to extend the Glauberl noodelude additional dynami-
cal fluctuations. Several possible directions have beeudgsed, for example Glauber-Gribov
fluctuations of the proton sizﬁZ?] as well as fluctuationthefnumber of hard-scatterings per
COHiSit%:i;S due to the impact parameter dependence andypstedistical (Poissonian) fluctua-
tions [28].

The second procedure requires a centrality selection wirtimmal bias and, therefore, uses the
ZDC signal. To relate the ZDC signal to the collision geomete have developed a heuris-
tic model for slow nucleon emission, based on a parametenzaf data from low energy
experiments. This heuristic approach however can prouitieaomodel-dependei, deter-
mination. However, one can study the correlation of two oremabservables out of which at
least one is expected to scale linearly wiiky. Examples are i) the target-going multiplicity
proportional to the number of wounded target nuclemﬁﬁet: Npart— 1 = Neon), ii) the mul-
tiplicity at mid-rapidity proportional to the number of giipants Npart = Neoi + 1), iii) the
yield of hard probes, like higlpr particles at mid-rapidity proportional td.o;. These scalings
can be used as an ansatz when calculdtig based on an event selection using the ZDC.

Both alternatives are discussed in the present paper. Ter pgorganised as follows. Sec-
tion[2 describes the experimental conditions, the eveettieh, and the event characterisation
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using the multiplicity distributions of charged particlegeasured in varioug ranges, or the
energy collected in the ZDC. Sectibh 3 describes the cétytddtermination based on charged
particle distributions using an NBD-Glauber fit to extrde tiverage geometrical quantities for
typical centrality classes. Sectibh 4 presents a phenological model describing the relation
of the energy deposited in the ZDC calorimeter &lygl. Sectiorlb discusses the various effects
leading to a bias in the centrality measurements based diclpanultiplicity. Sectiori 6 intro-
duces a hybrid method, where we use the ZDC to charactemdzevémt activity, and base the
determination ofN¢o on the assumption th&tyarscaling holds for the central pseudorapidity
multiplicity density orN;aarr%et-scaling for particle production in the target region. 8w dis-
cusses the implications of the different choices of a cétytrastimator on the physics results,
such as the nuclear modification factors, or the pseuddtguidnsity of charged particles at
mid-rapidity. Sectioil8 summarizes and concludes the paper

2 Experimental Conditions

The data were recorded during a dedicated LHC run of 4 weelarinary and February 2013.
Data have been taken with two beam configurations, by imggttie direction of the two particle
species, referred to as p—Pb and Pb—p, respectively, faitthegions where the proton beam is
moving towards positive rapidities, or vice versa. The iwamne-magnet design of the LHC
imposes the same magnetic rigidity of the beams in the tvgsrimplying that the ratio of beam
energies is fixed to be exactly equal to the ratio of the cliargss ratios of each beam. Protons
at 4 TeV energy collided onto fully stripp%@st ions at 1.58 TeV per nucleon energy resulting
in collisions at,/Syny = 5.02 TeV in the nucleon—nucleon centre-of-mass system (catsgh
moves with a rapidity ofAynn = 0.465 in the direction of the proton beam. In the following,
we will use the convention thatstands fory.ms, defined such that the proton moves towards
positivencms, While n stands fomap.

The number of colliding bunches varied from 8 to 288. The @maind Pb bunch intensities
were ranging from 0. 10 to 6.5 x10'2 and from 0.1x10'? to 4.4 x 102, respectively. The
luminosity at the ALICE interaction point was up to»510?’cm~2s 1 resulting in a 10 kHz
hadronic interaction rate. The RMS width of the interactiegion is 6.3 cm along the beam
direction and of about 62m in the direction transverse to the beam.

The ALICE apparatus and its performance in the LHC Run 1 aserd®ed in ] and|EO],
respectively. The main detector components used for thigadiéy determination are: the Sil-
icon Pixel Detector (SPD), two cylindrical layers of hybsiicon pixel assemblies covering
|n| < 2.0 for the inner layer anfh | < 1.4 for the outer layer for vertices at the nominal interac-
tion point, with 93.5% active channels; the Time Project@iramber (TPC), a large cylindrical
drift detector coveringn| < 0.9; the VZERO scintillator counters, covering the full aziimu
within 2.8 < n < 5.1 (VZERO-A) and—3.7 < n < —1.7 (VZERO-C); and the Zero Degree
Calorimeters (ZDC), two sets of neutron (ZNA and ZNC) and@nqZPA and ZPC) calorime-
ters positioned at-112.5 m from the interaction point, with an energy resolutdd about 20%
for the neutron and 24% for the proton calorimeters.

The p—Pb trigger, configured to have high efficiency for hadr@vents, requires a signal in
both the VZERO-A and VZERO-C (VZERO-AND requirement). Beayas and other machine-
induced background collisions with deposited energy altbeethresholds in the VZERO or
ZDC detectors are suppressed by requiring the signal &tirva to be compatible with a nomi-
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nal p—Pb interaction. The fraction of remaining beam-ezldiackground after all requirements
is estimated from control triggers on non-colliding or eynptinches, and found to be negligi-
ble.

The resulting event sample corresponds to a so-caikble cross-section of 2.1+ 0.06 barn
measured in a van der Meer scan [31]. From Monte Carlo simoualatve expect that the sam-
ple consists mainly of non-single diffractive (NSD) caltiss and a negligible contribution of
single-diffractive (SD) and electromagnetic interaciofihe VZERO-AND trigger is not fully
efficient for NSD events. Previous Monte Carlo studies (fetads see|E3]) have shown that
the inefficiency is observed mostly for events without restarcted vertex, i.e. with no particles
produced at central rapidities. Given the fraction of sugmés in data (1.5%), the correspond-
ing inefficiency was found to be 2.2% with a large systematicantainty of 3.1%. Correcting
for this inefficiency would mainly concern the most perigdariass (80-100%) where the cor-
rection amounts up to 11% 15.5%. For the results reported in this paper, centralagsgs
have been defined as percentiles of the visible cross-semtic the measurements are not cor-
rected for trigger inefficiency.

The centrality determination is performed by exploiting ttapidity coverage of the various
detectors. The raw multiplicity distributions measurethi@a Central Barrel are modelled by as-
suming particle production sources are distributed acogrth a NBD. The zero-degree energy
of the slow nucleons emitted in the nucleon fragmentatiguires more detailed models.

In this context, the main estimators used for centralitthmfollowing are:

— CL1: the number of clusters in the outer layer of the silicoepdetector,

nl < 1.4,

— VOA: the amplitude measured by the VZERO hodoscopes on tsald{the Pb-going
side in the p—Pb event sample)32 n < 5.1,

— VOC: the amplitude measured by the VZERO hodoscopes on #ideJthe p-going side
in the p—Pb event sample}3.7<n < —1.7,

— VOM: the sum of the amplitudes in the VZERO hodoscopes on trené C-side (VOA+VOC);

— ZNA: the energy deposited in the neutron calorimeter on thséd& (the Pb-going side in
the p—Pb event sample).

3 Centrality from Charged Particle Distributions
3.1 NBD-Glauber Fit

To determine the relationship between charged particlépficlty and the collision properties,
such as the number of participating nuclebdig:, binary pN collisions\.q, or nuclear overlap
Top(= Nco”/a,‘\l”Ne' , it is customary to use the Glauber Monte Carlo model coetdbiwith a
simple model for particle productioﬂéz_:.l%]. The methodwaed in Pb—Pb collisions and is
described in detail if [37]. In the Glauber calculation, tivelear density fof38Pb is modelled
by a Woods-Saxon distribution for a spherical nucleus

p(r) = po—— )

011 exp(5F)
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Fig. 1: Distribution of the sum of amplitudes in the VOA hodoscopeb-foing), as well as the NBD-
Glauber fit (explained in the text). Centrality classes adiciated by vertical lines. The inset shows a
zoom-in on the most peripheral events.

with pg the nucleon density, which provides the overall normaligta radius of R = 6.62+
0.06) fm and a skin depth & = (0.546+0.010) fm, based on data from low energy electron-
nucleus scattering experiments|[38]. Nuclear collisiorsraodelled by randomly displacing
the projectile proton and the target Pb nucleus in the tienss\yplane. A hard-sphere exclusion
distance of 0 fm between nucleons is employed. The proton is assumedItidecwith the
nucleons of the Pb-nucleus if the transverse distance eatthem is less than the distance cor-
responding to the inelastic nucleon-nucleon cross-secti@O+5 mb at,/s= 5.02 TeV, esti-
mated from interpolating data at different centre of massgrs [[__ab] including measurements
at2.76 and 7 Te\JEO]. The VZERO-AND cross-section measuredvan der Meer scaﬂbl]
was found to be compatible, assuming negligible efficiemzyBM contamination corrections,
with the Glauber-derived p-nucleus inelastic cross-sadf2.1+ 0.1 b). The Glauber-MC de-
termines on an event-by-event basis the properties of tllision geometry, such aSpart, Neoli
andTppp, Which must be mapped to an experimental observable.

Assuming that the average VOA multiplicity is proportiot@athe number of participants in an
individual p—A collision, the probability distributio(n) of the contributions to the amplitude
from each p-nucleon collisions can be described by the NEindd as:

o (n+K) (/K"

PR = E 0P 0 (ks e ©
wherel is the gamma functiorny the mean amplitude per participant and the dispersion pa-
rameterk is related to the relative width given by/u = /1/u+1/k. From the closure of
the NBD under convolution, it follows that the conditionabpability & (n|Npart), i.€. Npart

repeated convolutions, is equalRon; Nparit, NparK).

To obtain the NBD parametersandk, the calculated VOA distribution, obtained by convolving
the GlaubeNyat distribution with &2 (n|Npar), is fitted to the measured VOA distribution. The
fit is performed excluding the low VOA amplitude region, VGALO. We note however that
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System pp p—Pb

Distribution | u k u k
VOA 9.6 0.56| 11.0 0.44
VOM 25.2 0.82| 23.6 1.08
CL1 9.8 0.64| 874 0.76

Table 1: Fit parameters of thBi < NBD for pp collisions at 7 TeV and p—Pb multiplicity distritons.

Centrality (%) | (b)(fm) o (fm) (Tppy) (Mb™Y) oMb (Noay 0 (Net) O
0- 5 3.12 1.39 0.211 0.0548 15.7 3.84 147 3.84
5- 10 3.50 1.48 0.186 0.0539 14.0 3.78 13.0 3.78
10- 20 3.85 1.57 0.167 0.0549 12.7 3.85 11.7 3.85
20- 40 4.54 1.69 0.134 0.0561 104 3.93 9.36 3.93
40- 60 5.57 1.69 0.0918 0.0516 742 3.61 6.42 3.61
60- 80 6.63 1.45 0.0544 0.0385 481 2.69 3.81 2.69
80 - 100 7.51 1.11 0.0277 0.0203 294 142 1.94 1.42
0-100 5.56 2.07 0.0983 0.0728 7.87 5.10 6.87 5.10

Table 2: Geometric propertie( Topn Npart, Neon) Of p—Pb collisions for centrality classes defined by
cuts in VOA. The mean values and tbevalues are obtained with a Glauber Monte Carlo calculation,
coupled to an NBD to fit the VOA distribution.

Centrality (%) | (N2,) | (NS51)  (NYOM)  (NVOA) | Sys. Glauber Sys. MC  Sys.Tot(NZNA) | Sys. SNM
0- 5 14.4 15.6 15.7 14.8 10% (3.7%) 3% 10% | 15.7 7%
5-10 13.8 13.6 13.7 13.0 | 10% (3.5%) 1% 10% | 13.9 5%

10- 20 12.7 12.0 121 11.7 | 10% (3.2%) 2% 10% | 12.4 2%
20- 40 10.2 9.49 9.55 9.36 | 8.8% (3.1%) 2% 9% 9.99 2%
40 - 60 6.30 6.18 6.26 6.42 | 6.6% (4.3%) 3% 7.2% 6.53 4%
60 - 80 3.10 3.40 3.40 3.81| 4.3% (6.7%) 20% 20% 3.04 4%
80 -100 1.44 1.76 1.72 1.94| 2.0% (9.3%) 23% 23% 1.24 8%
0-100 6.88 6.83 6.87 6.87 | 8% (3.4%) - 8% 6.88 -

Table 3: Comparison of Negy) values. In the first column results are listed for centraligsses obtained
by ordering the events according to the impact parametéitdison (). In the next three columns
(Ncon) values are given for the various centrality estimators GI0A, VOM. The systematic uncertainty
on (Neoi) (in parenthesis offypp) is obtained by changing all Glauber parameters by the second

column is obtained from the MC-closure test; those two ameddn quadrature to obtain the total
systematic uncertainty ofNcoi). The last column gives théNgo) values obtained for the ZNA (see
Sec[4) and the uncertainty on the Slow Nucleon Model (SN Sec[#).

fitting with the full range gives consistent results. The mead VOA distribution together
with the NBD-Glauber distribution for the best fit are showrFig.[1. Similar fits have been
performed to VOM and CL1 and the corresponding fit parametezdisted in Tabléll. The
values of the parameteys andk are similar to those obtained by fitting the corresponding
multiplicity distributions in pp collisions at 7 TeV. Sindbe raw distribution is sensitive to
experimental parameters such as noise and gain, one caquaat éentical values even in the
case of perfediparrscaling.

For a given centrality class, defined by selections in thesuneal distribution, the information
from the Glauber MC in the corresponding generated didiohus used to calculate the mean
number of participantéNpart), the mean number of collision®co), and the average nuclear
overlap function(T,pp). These are given in Table 2, with the correspondingalues. Since

the event selection dominantly selects NSD events, it iomant to note that the number of
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Fig. 2: Values of(Ng) extracted from CL1, VOM, VOA, ZNA and by ordering the eventserding to
the impact parameter distributiob)( The systematic uncertainty, given by the quadrature sttheo

uncertainty from the Glauber parameters and the MC-clagsteare drawn around the values obtained
with b.

participants in the Glauber calculation would increase tly @.5% for NSD events. This was
estimated with a modified Glauber calculation to exclude Slisions ].

The systematic uncertainties are evaluated by varying tlaeli@r parameters (radius, skin
depth and hard-sphere exclusion distance) within theimknoncertainty. The uncertainties
on (Ng) are listed in Tablgl3, by adding all the deviations from thetic result in quadrature.
The uncertainties range from about 4-5% in peripheral gioltis to about 10% in central colli-
sions. Note that, @pn= Neoil/ i, the uncertainties oail! and(Neoy) largely cancel in the
calculation ofTppp, However, edge effects in the nuclear overlap are largé&qfsyin peripheral
collisions.

The procedure was tested with a MC-closure test using HIJNBb simulations]ﬂS] with
nuclear modifications of the parton density (shadowing)eladtic scattering switched off. In
the MC-closure test the VOA distribution obtained from aadlet detector simulation coupled
to HIJING was taken as the input for the fit with the NBD-Glaubeethod. The difference
between theN.y) values calculated from the fit, and those from the MC truthdusethe
HIJING simulation range from 3% in central to 23% in peripdesvents (see Tablé 3). The
large uncertainty in the peripheral events arises fromithaisabsolute values . itself. In
this case a small absolute uncertainty results in a largéiveldeviation. The total uncertainty
on (Ncon1) for each centrality class with the CL1, VOM or VOA estimat@®btained by adding
the uncertainty from the variation of the Glauber paranseteith those from the respective
MC-closure test in quadrature.

The NBD-Glauber fit is repeated for the multiplicity disuiibn of the SPD clusters (CL1) and
for the sum of VOA and VOC, VOM, in the same centrality clasassor VOA. The(Ngo)
values as a function of centrality are given in Table 3 andwhm Fig.[2 for the various
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estimators. In addition, the events from the MC-Glaubecidation were ordered according to
their impact parameter, and the valuegNfy ) were extracted for the same centrality classes.
The variation ofN.q between different centrality estimators is small and ofilsimmagnitude

as the systematic uncertainty obtained by adding in quar#tte uncertainty from the Glauber
model and from the MC-closure test. This implies that{iNg,;) determination with the NBD-
Glauber fit is robust and independent of the centrality estiomused. An equivalent agreement
between estimators was found for the other geometric ptieger

3.2 Glauber-Gribov corrections

Event-by-event fluctuations in the configuration of the imaag proton can change its scatter-
ing cross-sectioﬂIi?]. In the Glauber MC this phenomenomgemented by an effective
scattering cross-sectidﬂ4I-I-43]. At high energies, tindigaration of the proton is taken to be
frozen over the time scale of the p—A collision. Analogouslyhe studies irﬂﬂlS], the effect
of these frozen fluctuations of the projectile proton is eastd with a modified version of the
Glauber MC, referred to as “Glauber-Gribov”. This versianludes event-by-event variations
of the nucleon-nucleon cross-section. Here we have usedatime values of the parameter
Q, which controls the width of the probability distributiori o€, as used in[44], namely
Q =0.55 and 101, whereQ = 0.0 corresponds to the standard Glauber.

The distribution of the number of participanhé,ar, obtained from the two Glauber-Gribov pa-
rameter variations are shown in the left panel of Eig. 3 thgewith a standarbpar distribution
obtained using a fixed inelastic cross-sectio,ﬁ?e' =70 mb. The Glauber-GriboMpat distri-
butions are much broader than the Glauber distribution duéé cross-section fluctuations.
We note that by construction the total inelastic p—Pb ceesdion is unaltered by the proton
fluctuations.

The Glauber-Gribov distributions &4t andN¢y, coupled to a NBD, were fitted to the mea-
sured distribution of VOA. The right panel of Figl. 3 shows @A distribution together with
various fits performed with the standard Glauber or the Gla@ribov distribution, using
Q = 0.55, and assuming that the signal increases proportioniatigreto Npart Or to Neoji. As
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Distribution | u K
Std-Glauber andll o NBD 12.2 0.58
Std-Glauber andilpar@ NBD 11.0 0.44

Glauber-Gribov ant.oy® NBD | 12.6 1.35
Glauber-Gribov andpa1 NBD | 11.0 0.60

Table 4: Fit parameters of the VOA distributions using standard Gésuand Glauber-Gribo) = 0.55)
distributions 0fNpart andNgoicoupled to a NBD.

Std-Glauber Glauber-Gribov
Centrality (%) | NpartX NBD  Ncoyx NBD | Npat X NBD  Neoix NBD

0- 5 14.8 15.3 17.8 19.2
5-10 13.0 13.4 14.4 15.2
10- 20 11.7 12.0 12.0 12.5
20- 40 9.36 9.62 8.82 9.04
40 - 60 6.42 6.40 5.68 5.56
60 - 80 3.81 3.42 3.33 2.89
80-100 1.94 1.85 1.72 1.43
0-100 6.87 6.87 6.73 6.75

Table 5: Ngoi values obtained for various fits of the VOA, using Std-Glauie = 0.0) and Glauber-
Gribov (Q = 0.55) distributions foMNpart Or Neoii, coupled to a NBD.

before, no attempt is made to describe the most periphayarébelow~90%), where trigger
efficiency is not 100%. The extracted parameters are givéale4.

The standard NBD-Glauber fits yield satisfactory resulisgi®ither theNpart or the Neoyi-
scaling, which result in similar average number of colisioN.y) evaluated for each of the
centrality intervals as shown in Tallé 5. The Glauber-Grifits with Q = 0.55 provide an
equally good description of the measured VOA distributiertbee standard Glauber, indicating
that the fits cannot discriminate between the models. Thadad\,at distributions in the
Glauber-Gribov models require smaller intrinsic fluctoas in the NBD at fixedNpar. No
satisfactory fit is obtained wit = 1.01. As expected, the corresponding valuegNyd,)
also shown in Tablel5, are larger (smaller) for central (geral) than those obtained from the
standard Glauber, as a consequence of the different shhples My, distributions in these
models (see Figl]3 (left)). Both assumptions that the mlidtip distribution is proportional to
Npart O Neoyi are found to give an equally good description of the expentaledata (see Fi@l 3,
and parameters reported in Table 4) and the difference iextracted geometric quantities is
small (see Tablgl5).

4 Centrality from the Zero-Degree Energy

The energy measured in the zero degree calorimeters (ZD)eased to determine the cen-
trality of the collision. The ZDC detects the so called “stawacleons produced in the interac-
tion: protons in the proton ZDC (ZP) and neutrons in the r@uZDC (ZN). The multiplicity
of slow nucleons is expected to be monotonically related .t [@] and can therefore be used
as a centrality estimator.

Emitted nucleons are classified as “black” or “grey”. Thisranology originates from emulsion
experiments where it was related to the track grain denBilgck particles, typically defined
to have velocity8 < 0.25 in the nucleus rest frame, are produced by nuclear evipoiaro-
cesses, while grey particles26 < 3 < 0.7, are mainly nucleons knocked out from the nucleus.
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Fig. 4: Left: Correlation between Pb remnant neutron (ZNA) and@rdZPA) calorimeter energies.
Right: Average signal on the p remnant side (ZNC) versusaaeeenergy detected by ZNA in centrality
bins selected using ZNA.

Experimental results at lower energies show that the feataf the emitted nucleons, such as
angular, momentum and multiplicity distributions, are klgalependent on the projectile en-

ergy in awide range from 1 GeV up to 1 Teﬂ[ZS] and referenbesdin). These observations

suggest that the emission of slow particles is mainly déctdity nuclear geometry.

To relate the energy deposited in the ZDC to the number ofrpicallisions quantitatively re-
quires a model to describe the production of slow nucleomeeShere are no models available
that are able to describe the slow nucleon emission at LH@)&® we relied on the weak de-
pendence on collision energy and followed a heuristic aggroFor this purpose we developed
a model for the slow nucleon emission (SNM) based on the patenimation of experimental
results at lower energies.

In the left panel of Figl 4 it is shown that the energy detedigdhe neutron calorimeter on
the Pb-remnant side (ZNA) is correlated with the energy adetkin the proton ZDC (ZPA),
up to the onset of a saturation in the emission of neutrong Sdturation effect is commonly
attributed to the black componenﬂ[ZS] and referencesether The energy detected by ZP
is lower. This is due both to the lower number of protons inRBtenucleus and to the lower
acceptance for emitted protons that are affected by LHC etagfields. Furthermore, contrary
to ZN, ZP response and energy resolution strongly depentde@prbton impact point. In the
following we focus on the ZN spectrum for these reasons.

The energy released in the ZNA is anti-correlated with tlymai in the neutron calorimeter
placed on the p-remnant side (ZNC) (see Elg. 4, right). Thenprant side ZN signal cannot be
easily calibrated in energy units due to the lack of peakkénspectrum. Events characterized
by low Ngo Values, corresponding to low energy deposit in ZNA, havddlgest contribution

in ZNC. This implies that the participant contribution cabibbe neglected for very peripheral
events, where the sample is also partially contaminatetHgyremagnetic processes. Therefore
supposing that no nucleons are emitted in the limit thatetheno collision, the model is not
expected to provide a complete and reliable descriptiondoy peripheral data.

In the following, we briefly summarize the main ingredientshe developed heuristic model
for slow nucleon emission. The average number of emittegl gretons is calculated as a
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function of N.g using a second order polynomial function:

(Ngreyp = Co+ C1Ncoll + C2NcoII2- (4)

This relationship was found to be in good agreement with greyon data measured by E910
in p—Au collisions with 18 GeV/c proton beam [46]. The coeéit values taken from the E910
fit are rescaled to Pb nuclei using the rdfp,/Za,): co = —0.24,¢, = 0.55,¢c, = 0.0007. The
linear term is the dominant contribution while the quadragirm is negligible. Neglecting in
this context a possible saturation effect for black protevesapproximate the average number
of black protons using the ratio between “evaporated” ametd’ proton production measured
by the COSY experiment in p—Au interactions at 2.5 GeV [4Rbjackp = 0.65(Ngreyp -

whereN_cr is the number of Light Charged Fragments, namely the numifeagments with

Z< 8. Since we cannot directly measure the number of light @dhftagments in ALICE, we
assumed thall_cr is proportional to the number of slow protons as measured@@‘(:]:

NLcr = V- (Nsiowp) Where the proportionality factgr= 1.71 is obtained through a minimization
procedure. The first term in egl.(5) describes the grey neuygroduction that linearly increases
with Ngo and hence witiN_ cg. The second term reproduces the saturation in the number of
black nucleons, and is based on a parameterization of sdsoih the COSY experiment where
the neutron yield is related td_cr [47]. The values of the parametearsa, b andc are obtained
through a minimization procedure and ace= 0.48,a=50,b = 230,c=4.2.

The relative fraction of black and grey neutrons is evaldiagsuming that 90% of the emitted
neutrons are black, as measured in proton induced spallegiactions in the energy range
between 0.1 and 10 GeV/ [48]. The number of nucleons emitted 388Pb is finally calculated
event by event as a function &k, assuming binomial distributions with probabilitips=
(Nsiowp) /82 for protons angb = (Nsjown) /126 for neutrons.

The kinematical distributions of the black and the grey comgnts are described by inde-
pendent statistical emission from a moving frame: blackewts are emitted from a station-
ary source, while grey nucleons from a frame slowly moviranglthe beam direction with
Bgrey = 0.05. The angular distribution for grey tracks is forward psthin the polar anglé,
while black nucleons are assumed to be uniformly distridhule agreement with the experi-
mental observationﬁhalw].

The average number of slow neutrons is obtained using thewiolg formula:

(Nsiown) = dNLcF + (a— (5)

C+ NLCF)

The neutron ZDC acceptance has been calculated couplingesrt generator based on the
SNM to HIJING @] and using a full GEANT ﬁO] description tfe ALICE experimental
apparatus. Taking into account the experimental conditfbeam crossing angle and detector
configuration), we obtain that 94% of the events have a signtdie neutron calorimeter, in
good agreement with the experimental acceptance (95.6%ice $he events without ZNA
signal have the same CL1, VOA and VOM distributions as the¢ha the 80-100% centrality
bin they are attributed to this bin.

The SNM, coupled to the probability distribution fbieo calculated from the Glauber MC as
in Sec.[B, is fitted to the experimental distribution of the@Bnergy in Fig[b. The detec-
tor acceptance and resolution are fixed to the experimeataks. The parameters that are
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Fig. 5: Distribution of the neutron energy spectrum measured iRPtheemnant side ZN calorimeter. The
distribution is compared with the corresponding distiitnfrom the SNM-Glauber model (explained in
the text) shown as a line. Centrality classes are indicatdloki figure. The inset shows a zoom-in on the
most peripheral events.

obtained by fitting the data arg; a, b, canda. The main features of the measured energy dis-
tribution in the neutron calorimeter on the Pb-side areaeably well described by the SNM.
The (Ngoi1), reported in Tabl€]3 and in Fifl 2, is then calculated for @ity classes defined
by dividing the energy spectrum in percentiles of the hadroross-section. The systematic
uncertainty on th&l,o values reported in Tablé 3, has been evaluated by varyingtitel pa-
rameters within reasonable ranges: i) using for the reddtaction of black over grey protons
(Nplackp) = 0.43(Ngreyp) from spallation reaction results [48], ii) including a satiion effect
for black protons, iii) decreasing the ratio of black oveeygneutrons to & as obtained from
DPMJET [51], iv) neglecting the linear term in Hg. 5 and asggcomplete saturation for the
neutrons, v) varying by +10% and vi) assuming different parametrization for the tiatibns

in the number of slow nucleons for a fixédl, value. When using thél., values for the
ZNA centrality estimator, the total systematic uncertgioh Nqq; iSs obtained by adding the
uncertainties from the Glauber and SNM parameters in quawdra

Within the Glauber-model, the consistency between measemes of\q in largely separated
rapidity regions establishes their relation to centraliy this end, we correlate the ZNA mea-
surements to the amplitudes measured in the innermost fittged/ZERO-A detector (VOA
ringl), since this ring covers the most forward rapidityhie Pb-going direction. Thido dis-
tributions (22 (Ncon|centzna ) for centrality classes selected with ZNeetzna) are obtained
from the SNM-Glauber fit. These are convolved with the NBDanietd from the NBD-Glauber
fit to the MB VOA ring1 distribution. Figl. 16 compares the dibtitions of VOA ring1 obtained
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Fig. 6: VOA ringl signal distributions. The top left panel shows tfistribution for MB events to-
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panel compares the mean values of these distributions astdi of the centrality.

from these convolutions to the ones measured in the same 2Nihatity classes. As expected,
the distributions in the most peripheral events, where tisl$loes not provide a reliable de-
scription of the data, are not well reproduced by the Glabb€rconvolution. In all other
classes, the experimental distributions are well repredu@he deviations are consistent with
the ones betweelZ)\* (see Tabl€l3) anb™2 % (see Tabl€l7) assuming that the target-going
charged-particle multiplicity measured in VOA ringl is postional to the number of wounded

target nucleons.

In addition, Fig. [6 shows the results of an unfolding proceduFor each VOA ringl distri-
bution selected by a ZNA centrality class, we find thg, distribution that, convolved with
the NBDyg, fits the data, i.e. the parameters of the fit are the relatweributions of each
Nconl bin. The unfolded distributions (shown in blue) agree wathwhe data for all centrality
bins, apart from a small discrepancy in the 80-100% distiduat low amplitude, which is
affected by trigger and event selection efficiency, howeVee NME distribution which results

coll
from the sum of the unfolded distributions of all centraliins agree well with the one from
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Glauber-MC. The existence &y distributions that folded with NBD agree with measured
signal distributions is a necessary condition for ZNA todnehas an unbiased centrality selec-
tion. In contrast, it is worth noting that a centrality selen based on central multiplicity, as
CL1, has no such solution; i.e. no such good agreement cavubbd fwvhen the VOA ringl dis-
tributions are selected by ordering the events accordif@@l th The biases related to centrality
selection will be discussed in the next section. The assomfhtat the ZNA selection is bias
free will be used in Se€l 6 as an ansatz for the hybrid method.

5 Discussion of potential biases on centrality
5.1 Multiplicity Bias

Section 3.1l describes the NBD-Glauber fitting procedurel usedetermine the collision ge-
ometry in terms ofNgo andNpar, for each centrality class. The NBD is used to account for
multiplicity fluctuations at fixedNpart. In contrast to Pb—Pb collisions, for p—Pb collisions these
multiplicity fluctuations are sizeable compared to the Wwidf the Npat distribution, as illus-
trated in Figl. For large fluctuations, a centrality clsation of the events based on multi-
plicity may select a sample of nucleon-nucleon collisiomsaol is biased compared to a sample
defined by cuts on the impact paramdier

This selection bias, which occurs for any system with laglative statistical fluctuations in
particle multiplicity per nucleon-nucleon collision, caea quantified using the Glauber fit itself.
The left panel of Fig.18 shows the ratio between the averadgpiicity per average participant
and the average multiplicity of the NBD as a function of cality. In Pb—Pb collisions, where
the width of the plateau of théy,r distribution is large with respect to multiplicity fluctuans,
the ratio deviates from unity only for the most peripheralismns. As expected, in p—Pb
collisions the ratio differs from unity for all centralisevith large deviations for the most central
and most peripheral collisions; the most central (perighemllisions have on average much
higher (lower) multiplicity per participant. When selewievent classes using impact parameter
b intervals, there is no deviation from unity, as expectede Tight panel of Figld8 shows for
each centrality estimator the relative width of the NBD ulisition (o/u). As expected, the
estimators with the largest bias on the multiplicity pertiggvant correspond to those with the
largest relative width.

It is instructive for the further discussion to consider tihen model@], which is the standard
physical explanation of the NBD distribution in the contexkfparticle production in pp colli-
sions. In this model particle sources, called ancestoesperduced independently according
to a Poisson distribution with mean valu®N) = k-In(1+ u/k). Each ancestor can produce
on averagg!/(N) particles, e.g. by decay and fragmentation, and a clan icenél particles
that stem from the same ancestor. Hence, the bias obserged also corresponds to a biased
number of clans, which are sources of particle productionaldgously, in all recent Monte
Carlo generators a large part of the multiplicity fluctuasas indeed due to the fluctuations of
the number of particle sources, i.e. multiple semi-h&# % Aqcp) parton-parton scatterings
(MPY).

As an example, the HIJING generator accounts for fluctuatairthe number of MPI per NN
interaction via an NN overlap functiofyn(bnn), Wherebyy is the NN impact parameter,
i.e. the impact parameter between the proton and each wdungageon of the Pb-nucleus.
The probability for inelastic NN collisions is given as onénos the probability to have no
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interaction:
dainel — ndb'%lN[l_ e_(asoﬁ+ahard)TNN(bNN))] ; (6)

where st IS the geometrical soft cross-section of 57 mb [28] relatethe proton size and
Ohard the energy dependent pQCD cross-section fer 2 parton scatterings. Further, as in the
clan model, there is a Poissonian probability

n Nhard
P(NMhard) = %e_mhard} (7)

for multiple hard collisions with an average number deteedibybyy:

<nhard> = UhardTNN(bNN) . (8)

Hence, the biases on the multiplicity discussed above spored to a bias on the number of hard
scatteringsriharg) and(byn) in the event. The latter correlates fluctuations over lasgedity
ranges (long range correlations). As a consequence, fipi@eal (central) collisions we expect
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a lower (higher) than average number of hard scatteringbipary collision, corresponding to
a nuclear modification factor less than one (greater thah one

In general, the number of binary pN collision8l.. ), is used to scale the reference pp yields
and obtain the nuclear modification factor, used to quantifglear matter effects. How-
ever, for centrality classes based on multiplicity, owinghe bias induced by such selection,
hard processes do not simply scale wiNk, but rather with an effective number of colli-
sions, obtained by scaling tr(edG'a“be by the number of hard scatterings per pN collision:

coll

(NSlauben (n ) on/ (Mhard) pp- As discussed in the HIJING example above, the number of hard

scatterings per pN collision is simulated in Monte Carlo eledIn this specific MC, even with-
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Fig. 11: Average nucleon-nucleon impact parameter as a functiomeafiimber of participants for p—Pb
at,/Syn=>5.02 TeV from a Glauber MC calculation as implemented inNG (no shadowing, no elastic
scattering). The result depends on the modelling of theéaparton density in the nucleon. In HIJING
it is approximated by the Fourier transform of a dipole foantor.

out bias, the total number of hard scatterings deviates Biomple N.o-scaling due to energy
conservation at highgg. Instead, with the objective to study a baseline corresimgnid an
incoherent and unconstrained superposition of nucleateonn collisions, the PYTHIA |E3]
event generator has been coupled to the p—Pb MC Glaubelat#aou For each MC Glauber
event PYTHIA is used to generaldy; independent pp collisions. In the following we refer
to this model as G-PYTHIA. In this model, the number of hardtsrings per pN collision
shows a strong deviation frohk scaling which is illustrated in Fi¢l 9 and resembles the bias
observed in Fid.18.

5.2 Jet-veto bias

Additional kinematic biases exist for events containinghapt particles. These particles arise
from the fragmentation of partons produced in parton-pestattering with large momentum
transfer. Their contribution to the overall multiplicitises with parton energy and, thus, can
introduce a trivial correlation between the centralityrastor and the presence of a high-par-
ticle in the event. In particular, for very peripheral csitins, the multiplicity range that governs
the centrality for the bulk of soft collisions can represanteffective veto on hard processes,
leading to aRypp < 1. This bias is illustrated in Fig.10. It shows a multiplcdistribution
which is used as centrality estimators in p—Pb collisionsgared to the same distribution in
pp collisions at,/s= 7 TeV. The dashed lines mark the 80% and the 60% percentiteeqf—Pb
cross-section. The fraction of the pp cross-section sadewith the 80-100% (60-100%) p—Pb
multiplicity cutis 0.8 (0.97). The 80% cut in p—Pb is smatlean the multiplicity range covered
in pp, therefore resulting in an effective veto on the largétiplicity events produced by hard
processes.
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5.3 Geometric bias

Thebyn dependence of particle production postulated in se€fifineads to a purely geomet-
rical, centrality estimator independent bias for periphprPb coIIisions|E4]. As illustrated in
Fig.[11, the mean impact parameter between two nucldpig (calculated from a Monte Carlo
Glauber simulation, is almost constant for central calhisi, but rises significantly fd¥par< 6.
This reduces the average number of MPIs for most peripheeals, enhancing the effect of the
bias leading to a nuclear modification factor less than (grehan) one for peripheral (central)
collisions.

In summary, based on simplified models we have identifiecetbiéerent possible biases that
are expected to lead to deviations from unity at hgof the nuclear modification factors in
peripheral and central collisions. As will be discussed studlied in the following sections,
the effect decreases with increasing rapidity separatiwéen theR,pp measurement and the
centrality estimator.

For the estimators we used, the main biases are:

1. CL1: strong bias due to the full overlap with tracking megi Additional bias from the
“jet veto effect”, as jets contribute to the multiplicity@shift events to higher centralities
(pr-dependent) ;

2. VOM: reduced bias since the VZERO hodoscopes are outsédieacking region;

3. VOA: reduced bias because of the enhanced contributton the Pb fragmentation re-
gion;

4. ZNA: no bias expected.

In addition, independent of the centrality estimator, ¢hisra geometrical bias for peripheral
collisions (see Sdc.5.3).

6 The Hybrid Method

6.1 Basis and assumptions of the method

The hybrid method presented in the following section aimprtavide an unbiased centrality
estimator and relies on two main assumptions. The first issorae that an event selection
based on ZN does not introduce any bias on the bulk at midhtg@nd on highpr particle
production. This selection was also used in the method megpm Se€ld, however thé,,
determination provded by the SNM-Glauber model is modgledéeent. In contrast, in the
hybrid method, thé\.o determination is based -as an ansatz- on a particular gdaliparticle
multiplicity (the second assumption), e.g. we assume thatcharged-particle multiplicity
measured at mid-rapidity scales with the number of paditig.

To obtain more insight into the particle production mecbkars, we study the correlation of
various pairs of observables that, in ZN-centrality classee expected to scale linearly with
Npart O Neoi. One of these observables is the charged-particle densigy'dn in |n| < 2.0,

measured with the SPD. The charged particle pseudorapiditgity is obtained from the mea-
sured distribution of tracklets, formed using the positibthe primary vertex and two hits, one
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on each SPD IayeEiZS]. At larger pseudorapidities, wheregetdmultiplicity measurement is
not available, we study the raw signals of the four rings oBEYRD-A and VZERO-C detectors
separately. We exploit both beam configurations, p—Pb arg Fv order to cover the widest
possible rapidity range. To take into account the impaciecbadary particles, the pseudora-
pidity coverage of the VZERO detector rings with respectimprimary charged particles was
calculated with a full detector simulation based on DPMJET, ]anditis givenin Tablgd 6 in
the centre-of-mass system (cms), which moves with a rgpadifyynn = 0.465 in the direction
of the proton beam (see SEt. 2).

Ring (Nems) (P—PD) | (Nems) (Pb—p)
VZERO-Aring 1 -5.39 4.45
VZERO-Aring 2 -4.80 3.87
VZERO-ATring 3 -4.28 3.35
VZERO-Aring 4 -3.82 2.89
VZERO-Cring 1 3.34 -4.26
VZERO-C ring 2 2.82 -3.74
VZERO-Cring 3 2.33 -3.25
VZERO-Cring 4 1.86 -2.78

Table 6: Average pseudorapidity covered by VZERO detector rings-atpand Pb—p collisions.

The information about charged particle multiplicity, dovaied by soft particles, is comple-
mented with observables from hard processes which are #®géx scale with the number
of binary collisions, such as the yield of high- (10 <py < 20 GeVE) particles measured at
mid-rapidity (n| < 0.3).

In order to compare these observables on the same scale smdaafirst order, to neglect
detector efficiency and acceptance effects, we use so acatledalized signalsS);/(S)ms.
These are obtained dividin®);, i.e. the mean value of\M,/dn, number of raw SPD tracklets
or raw VZERO signal in a given ZN-centrality clagsby the corresponding mean values in
minimum bias collisions.

Figure[12 shows, for bins in ZN centrality, the correlatiatvieen a few selected normalized
signals and the normalized charged-particle density geeraver—1 < n < 0. The statistical
uncertainty is negligible, while the systematic uncetiaslargely cancel in the ratio to the MB
signals. One can note that the correlation exhibits a clepeddence on the pseudorapidity of
the normalized signal. The slope of the normalized signéls @N.,/dn diminishes towards
the proton direction (C-side in p—Pb collisions). For exéanjn the innermost ring of the
VZERO-C detector the signal amplitude range is about a fabtee, while for the innermost
ring of the VZERO-A detectors it is about twice as large.

In the Wounded Nucleon Moddf[ll?], the total number of pgraats Npart is expressed in
terms of target and projectile participants. The chargetagbadensity at mid-rapidity is thus
proportional toNpar, Whereas at higher rapidities the model predicts a dep@&edem a linear
combination of the number of target and projectile partais with coefficients which depend
on the rapidity. Close to Pb-rapidity a linear wounded targesleon scalingl‘@éﬁﬁet: Npart - 1)

is expected.

In order to further understand the relative trends of theenlables in Fig[ 12 and to relate
them with geometrical quantities, such Mg, one can adopt the Wounded Nucleon Model
and make the assumption thaligl/dn in —1 < n < 0 is proportional tdNpart. In this case,
the other observables can be relatedNigr, assuming linear or power-law dependence. The
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Fig. 12: Left panel: Normalized signal from various observable® (iimermost ring of VZERO-A
and VZERO-C and two rapidity intervals ofNg,/dn) versus the normalized charged-particle density
averaged over-1 < n < 0. Left panel: fit with the linear function from EQl 9. Rightrm: fit with the
power-law function from E4._10. Only data from p—Pb colliscare shown.

linear dependence can be parameterized Wik — a, wherea is a free parameter. Then the
normalized signals can be expressed Witpart— a) /(Npart— o) and one obtains the following
linear relation:

(9i _ (Noarjms ( <dN/d'7>i) B a
(Swme  ((Noarms —a) \(dN/dm)ms /) _1.p0  ((Nparpme — a)

where(Nparyme = 7.9 is the average number of participating nucleons in mim bias colli-
sions. The relation is used to firmdfor each observable by a fit to the data. Analogously, we
can also fit a power-law function as:

(S _ ( (dN/dn)? )
(Swe Siw(dN/dm)f )

(dN/dn)?
<<<dN/om>ﬁ>MB)_W0 4o

where thew; are the width of the centrality classes gfids a fit parameter. Since we made
the assumption thatNy,/dn in —1 < n < 0 is proportional tdN\pa, B obtained from Eq._10
equivalently quantifies the deviations from a perfilgtyt (8 = 1) scaling. As can be seen
from the lower panels of Fi§. 12 the power-law fit describesdhta better, especially for the
observables located further away from mid-rapidity. Ths®aneans that the linear dependence
assumed in EQL9 can only be valid approximately.

(9)

Fig.[I3 shows the results of the fits in Eq. 9 dnd 10 as a funafomp:ys of the measured
observables. The figure displays data collected in both @mfebPb—p beam configurations.
Since the Pb—p data were taken at high-luminosity (reack@tgkHz, roughly corresponding
to a luminosity of 18°%1cm2), the results are affected by interaction pile-up (proliigtper
bunch crossing between 3.8-4.3%). In order to reduce tleetasf the pile-up and to treat p—Pb
and Pb—p data consistently, we excluded the 0-5% centi@déigs from the fits. Furthermore,
in order to take into account the remaining distortions i@ Ba100% classes, the Pb—p data
were corrected using the results for the tracklets (alswahio Fig.[13) in a smalh-region,
(Imab| < 0.2), where|nemg is nearly identical for p—Pb and Pb—p configurations. Tylpidhe
absolute correction is 0.05 and 0.01 for thend 3 parameters, respectively.
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Fig. 13: Results from the fits of EJ 9 (left) and Eqg.]10 (right) of themalized signals as a function of
the pseudorapidity covered by the various observables.rddh@orizontal lines (left) indicate the ideal
Npart andNgo geometrical scalings. For the PHOBOS dajasshas been scaled by the ratio of the beam
rapidities in p—Pb at/syn = 5.02 TeV and d—Au collisions gfsyy = 200 GeV.

The results presented in Fig.]13 indicate a smooth and ammisrchange of the scaling be-
haviour for charged particle production with pseudorapidit is worth noting that at large
negative pseudorapidity (Pb-going direction) the valddt® parametera andf reach those
obtained for charged-particle production at high:- In contrast, the parameter values are much
lower in the proton-going direction. Our data are overlaithwhe corresponding fit parame-
ters derived from PHOBOS charged-particle multiplicityaserements in d—Au collisions at
VSN = 200 GeV ]. The normalized charged-particle multigyidn each pseudorapidity

bin is fit against(&é% using Eq[® and_10. The results obtained in this way are

)|n|<0.1
then adjusted by scaling the x-axig:s) by the ratio of the beam rapidities in p—Pb,g@én

=5.02 TeV and d-Au collisions afsyn = 200 GeV. The comparison between PHOBOS and
our data shows a good agreement over a wjdange, with some deviations at large negative
pseudorapidity. In particular, the region covered by the innermost ring of the VZERO-A de-
tector corresponds to the target fragmentation region evegtended longitudinal scaling was
observed at RHIC@O]. The minimum bidar andNcq are obtained by PHOBOS relying on
a tuned HIJING-based Monte Carlo simulation [20].

6.2 Calculation of (Ngoy)

As discussed in the previous section, selecting the evesitg) the ZN signal is expected to
be free from bias on the bulk multiplicity or highr particle yields. In order to establish a
relationship to the collision geometry, we exploit the fimgs from the correlation analysis
described above and make use of observables that are expesteale as a linear function of
Neoll OF Npart:

Three sets ofN¢q) values are calculated, based on the following assumptions:

1. NIt the charged-particle multiplicity at mid-rapidity is grortional to the number of

coll ~
participants Kpary);
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2. Ngci)?lh’m: the yield of charged higlpr particles at mid-rapidity is proportional to the

number of binary NN collisionNcoy);

3. NPB-side the target-going charged-particle multiplicity is proponal to the number of

wounded target nucleonslgget: Npart 1 = Neor)-

For the charged-particle multiplicity in the Pb-going sude use the signal from the innermost
ring of the VZERO-A detector. We note that assumptions 1) @nare satisfied for minimum
bias collisions, where we measured a valugaNlcn/dncms)/(Npary COnsistent with that in
inelastic pp collisions (0.9% 0.08) EfB] and an integrate®ha (10 <pr < 20 GeVL) = 0.995+
0.010 (stat.x+ 0.090 (syst.) (see Sdd. 7).

Therefore, in order to obtain the average number of binaryddNsions in each centrality
interval, the minimum bias value ¢Nparyme= 7.9, is scaled using the ratio of the multiplicity
at mid-rapidity:

mult  _ . (dN/dn)i
o™ = e (7)o )

<Ncoll>imUIIt = <Npart>imun—1 (12)

In a similar way the minimum bias value @¥.o1)ms = 6.9 is scaled using the ratio of the yield

of high-pr particles at mid-rapidity to obtaiNQc'f,‘lh’pT:

(S)i
(Swe

whereS stands for the charged-particle yields with<d(r < 20 GeVE. Alternatively, one can

use the Pb-side multiplicity to obtai> s

<|\|coll>ihigh_pT = <NcoII>MB' (13)

(Neon)?P75% = (Neon)ms <<S>i (14)

SmB

whereS stands for the raw signal of the innermost ring of VZERO-AeTdbtained values of
(Neonn) in ZN-centrality classes are listed in Table 7 and shown g[E4.

Centrality | NTuit  NfI9"PT - \Ph-side
0- 5 12.2 12.5 13.3
5- 10 11.6 12.1 12.3

10- 20 | 11.0 11.3 11.4
20- 40 | 9.56 9.73 9.60
40- 60 | 7.08 6.81 6.74
60- 80 | 4.30 4.05 4.00
80-100 | 2.11 2.03 2.06

Table 7: (Ngoi) values obtained under the three assumptions discussed fexth

The systematic uncertainty is given by the 8% uncertainttheriN.q)ms (or the 3.4% uncer-
tainty on the(Typpme) listed in TableB. We assign no uncertainty to the assumgtinade
for particle scaling. The differences between the threge skvalues do not exceed 9% in all
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Fig. 15: Signal in the proton-going direction ZNC as a function\Q'gﬁ“. The red line shows a linear fit
to the first four data points.

centrality classes. This confirms the consistency of therapions used, but it does not prove
that any (or all) of the assumptions are valid.

We note that these values, in particuffy, 5%, agree within 12% with those calculated with

the SNM (see Fid.J2 and Taldlé 3), except for the most peripheaations, where the SNM
is inaccurate. In addition, we plot in Fig.115 the zero degig@al from neutral particles in
the proton-going direction ZNC \Ng‘)ﬂ't. Over a wide range of centralities (10-100%) a linear
anti-correlation is observed. This is consistent with gylardinal energy transfer of the proton

proportional to the number of binary collisions.
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Fig. 16: Pseudorapidity density of charged particles measured b ellisions at,/Syy = 5.02 TeV
for various centrality classes and estimators. The diffiepanels correspond to different centrality esti-
mators: CL1 (top left), VOM (top right), VOA (bottom left),MA (bottom right).

7 Results and implications for particle production
7.1 Charged Particle Density

The measurement of the centrality dependence of the pantaltiplicity density allows a dis-
crimination between models that describe the initial stditeeavy ion collisions. In@B] we
described the charged particle pseudorapidity densityimmum bias collisions. The same
analysis was repeated, dividing the visible cross-se¢ser SeLl2) into event classes defined
by the centrality estimators described above, andg) values associated to each centrality
interval were calculated using the methods discussed irf3dd 6.

The results of the charged particle multiplicity densityaafsinction of the pseudorapidity are
presented in Fid. 16 for different centrality intervals atifferent centrality estimators. The
fully correlated systematic uncertainty, detailed|in [23]2.2% and is shown, but is smaller
than the marker size in the figure.

In peripheral collisions (60-80% and 80-100%) the shapehefdistribution is almost fully
symmetric and resembles what is seen in proton-protonsamiis. In more central collisions,
the shape of N.n/dn becomes progressively more asymmetric, with an increasiegss of
particles produced in the direction of the Pb beam compavdtid proton-going direction.
The shape of the pseudorapidity density function is semesit details of particle production
models. For example, it was found23] that in minimum biactions they 5, dependence is
described relatively well by HIJIN eﬂ. or DPMJﬂﬂSl], Wi gluon shadowing parameter
tuned to describe experimental data at lower energy, whdteasaturation modelﬂdﬁ_ngS]

26



Particle production and centrality in p—Pb ALICE Collakhara

=
=

——————————
ALICE p-Pb |/s,=5.02 TeV

1.05

\
+
@)
=
SN

* VOM
H VOA
® ZNA

ch

N (0<n<0.5)/N _(-1.5<n<-1.0)
o
(o]
2}

o
©

o
o
a

10 20 30 40 50
N,,(-1.0<n<0.0)

O

Fig. 17: Asymmetry of particle yield, calculated as ratio of the mhmapidity density integrated in
0 < n <05 to the one in—1.5 < n < —1 as a function of the pseudorapidity density integrated at
mid-rapidity for various centrality classes and estimsitor

exhibit a steepenap dependence than the data. We have quantified the centraditytion

of the pseudorapidity shape for the different centralitymestors by analyzing the density at
mid-rapidity, and the asymmetry of particle yield betwelea proton and the Pb peak regions,
as the ratio of tl;p/dn at 0< n < 0.5and—1.5 < n < —1.0, symmetrically around the centre
of mass. This is shown in Fig. 17.

The left side of Figuré_18 shows th&ld,/dn integrated at mid-rapidity divided by the number
of participants as a function qNpary) for various centrality estimators. The systematic un-
certainty is smaller than the marker size. For the VOA cdityrastimator, in addition to the
(Npart) from the standard Glauber calculation, the results obthwi¢h the implementation of
Glauber-Gribov model (witl®2 = 0.55) are also shown. For CL1, VOM, and VOA, the charged
particle density at mid-rapidity has as steeper than limeerease, as a consequence of the
strong multiplicity bias, which is strongest in CL1, whehe toverlap with the tracking region
is maximum. This trend is not seen in the case of the Glaubie@ model, which shows a
relatively constant behaviour for the integrated yielddidd by the number of participant pairs,
with the exception of the most peripheral point.

For ZNA, there is a clear sign of saturation ab®¥ygt ~ 10, as thgNpar) Values are closer to
each other. Most probably, this is due to the saturation w¥dod neutron emission. We note
that none of these curves point towards the pp data poins Suggests that the geometry bias,
present in peripheral collisions, together with the miittity bias for CL1, VOM and VOA, has

a large effect on this centrality class.

In contrast, the results obtained with the hybrid methodensttheN52; <% and theNSi T

give very similar trends, show, withift10%, scaling withNpar, Which naturally reaches the
pp point, well within the quoted uncertainty of 8% on tNgy values. In addition, they show
that the range itNpart cOvered with an unbiased centrality selection is more éohthan what is
obtained using estimators based on particle multipliditye latter do not select on the collision
geometry but rather on the final products of the collisionsHifect is emphasized in the right
plot, which shows the same quantity, divided byNpart as a function ofNgh. Here the limited
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Fig. 18: Pseudorapidity density of charged particles measured Rbeellisions at mid-rapidity per
participant as a function dflpat (left), or as a function of the mid-rapidity density (rightpr various
centrality estimators.

range inNg, reached with the ZNA selection is clearly visible. The dataGL1, VOM, VOA,
and ZNA show the bias discussed in Sdc. 5, while the dataat&ttavith the hybrid model, as
well as those scaled by Glauber-Gribislyar, with the exception of the most peripheral point,
scale linearly withNpar, and extrapolate to the pp value. This indicates the seitgitf the
Nparrscaling behaviour to the Glauber modelling, as well as tiygoirtance of the multiplicity
fluctuations.

7.2 Nuclear modification factors

As discussed in sectidn 5, the various centrality estinsatatuce a bias on the nuclear modifi-
cation factor depending on the rapidity range they covetohtrast to minimum bias collisions,

where(Nqo) = 6.9 is fixed by the ratio of the pN and p—Pb cross-sections, irigeaiNo for

a given centrality class cannot be used to scale the pp sext&n, or to calculate centrality-

dependent nuclear modification factors. For a centralitycsed event sample, we therefore
defineQppp as

dNEEm/dpr  dNEDYdpr
(NSubendNPP/dpr — (T.E8UPe) dgPP/dpr

Qppl PT; cenh = (15)

for a given centrality percentile according to a particudantrality estimator. In our notation
we distinguishQup, from Rop, because the former is influenced by potential biases from the
centrality estimator which are not related to nuclear ¢ffeelenceQppp can be different from
unity even in the absence of nuclear effects.

The pr distribution of primary charged particles in minimum biaslisions is given in Eb].
The charged particle spectra are reconstructed with themtaim ALICE tracking detectors,
the Inner Tracking System and the Time Projection Chaminekaae corrected for the detec-
tor and reconstruction efficiency using a Monte Carlo sirtiotebased on the DPMJET event
generator@l]. The systematic uncertainties on correstaye estimated via a comparison to a
Monte Carlo simulation using the HIJING event generd_t_QL],[Mile the pr resolution is esti-
mated from the space-point residuals to the track fit andiednvith data. The total systematic
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uncertainty ranges between 3.4% and 6.7% in the meagyreange, 0.15-50 Ge¢/ with a
negligiblen:ms dependence. The nuclear modification factor is calculayedisoding the data

by the reference pp spectrum scaled(blo)mg. The reference pp spectrum is obtained by
interpolating data measured@s=2.76 TeV at lowpr(pr< 5 GeVk), and by scaling the mea-
surements a{/s= 7 TeV with the ratio of spectra calculated with NLO pQCD,&=5.02 and

7 TeV. The systematic uncertainty, given by the largest efrélative systematic uncertainties
of the spectrum at 2.76 or 7 TeV at logt-, and assigned from the relative difference between
the NLO-scaled spectrum for different scales and the diffee between the interpolated and
the NLO-scaled data at highr, ranges from 6.8% to 8.2%. The nuclear modification factor
Ropbis consistent with unity fopr above 6 GeV/c.

The same analysis was repeated dividing the visible crestses (see Sdd.2) in event classes
defined by the centrality estimators described above, aa@gh, were calculated using the
values of(Ncoy) listed in Table§13 and 7, for each given estimator. Figuiehtvs theQupp for
different centrality estimators and different centrattgsses. The uncertainties of the p—Pb and
pp spectra are added in quadrature, separately, for thstisitand systematic uncertainties.
The systematic uncertainty on the spectra is only shownh@®MOA 0-5% centrality bin and
is the same for all others, since all the corrections arepaddent of centrality. The total
systematic uncertainty on the normalization, given by thadyatic sum of the uncertainty on
the normalization of the pp data and the normalization ofptheb data, amounts to 6.0% and
is shown as a gray box around unity. The systematic uncgytaimT,pp is shown as a light
blue box around unity. For simplicity, we draw only the urtaerty for the minimum bias value

(ToPpMB -

As expected, for CL1, VOM and VOAQupy, Strongly deviates from unity at higby in all cen-
trality classes, with values well above unity for centrdlismns and below unity for peripheral
collisions. However the spread between centrality classdisces with increasing rapidity gap
between the range used for the centrality estimator andifeat for thepr measurement. There
is a clear indication of the jet-veto bias in the most perfph€L1 class, wher@ppphas a sig-
nificant negative slope since the jet contribution to theltotultiplicity increases wittpr. This
jet-veto bias diminishes for VOM, and is absent for VOA, wh€,pp < 1 for peripheral colli-
sions, indicating that the multiplicity bias is still prege

In order to study the centrality determination biases fnttheQppp Spectra are compared to
the G-PYTHIA spectra. The event centrality is obtained fribie charged particle multiplicity
in the rapidity region covered by each estimator in the sarag &s in data, andNc) is
directly obtained from the Monte Carlo. The calculationiswn as lines in Fid._19. With this
approach, the general trend at high is reasonably well described for all centrality classes,
particularly for CL1. This suggests that the proper scafmghigh prt particle production is
an incoherent superposition of pp collisions. The agreentawever, is not as good for the
VOA and VOM estimators, since the model is not adequate fowdiod particle production,
particularly in the target fragmentation region. G-PYTHio0 reproduces the jet-veto bias, as
indicated by the good agreement of flyedependence in the low and intermedipteregion in
the most peripheral CL1 collisions.

However, for central collisions, th@ypp values show a significant enhancement at intermediate
pt ~ 3 GeVk (called the Cronin effect, a nuclear modification factor\abanity at inter-
mediatepr, observed at lower energies in p—A collisiohs| [@,@—G\Z’/Dich increases with
centrality independently of the estimator used. The enéyaeat in the intermediater region
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Fig. 19: Qpppspectra (points) of all primary charged particles for vasigentrality classes obtained with
the different centrality estimators explained in the t&fte lines are from G-PYTHIA calculations. The
systematic error on the spectra is only shown for the VOA O¢ghtrality bin and is the same for all

others. The systematic uncertainty on pp and p—Pb norntializis shown as a gray box around unity at
pr = 0. The systematic uncertainty ¢f,pyms is shown as a light blue box around unity at high

is about 15%, and the differences in the height of the pealngroentrality estimators are small
with respect to the absolute increases of the p—Pb yields.efihancement is not reproduced
by our model of incoherent superposition of pp collisions.contrast, in the lowpr region,
below the Cronin peak, the yield is overestimated by the motkis overestimate at loyer

is expected because tips region is dominated by soft processes and therefore is petoted

to scale withN.o. On the other hand, the intermediate region is expected to be dominated
by hard scatterings and should scale Wikl in the absence of nuclear effects. From this we
can conclude that the Cronin enhancement observed is dugltean modification effects, as
observed in other measurements @—13], as well as in thigmam biasRypp [lﬂ].

The bottom right plot of Fig._19 shows tl@,pp for the ZNA centrality selection. The classes
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Fig. 20: Qpppspectra with the hybrid method. Spectra are calculated i Zibsses with(Nco)as given
in Table[7, and are obtained with assumptions on particldymiion described in Seld. 6.

selected by the ZNA present spectra much more similar to ethar than the other estimators,
as expected in the absence of a multiplicity bias. The hagtite Cronin peak relative to the
yield at highypy is larger with the VOA selection, which may be seen as a sigameimaining
small bias in VOA, expected from the G-PYTHIA calculatioréowever, for peripheral colli-
sions (60-80% and 80-100%), the absolute values of therspatdtighp indicate the presence
of a bias in the ZNA measurement. This is not due to the evéattsen, but is due to the in-
accurate estimate dfNco) values for peripheral events, where a small, absolute taingr
results in a large relative deviation in tiigpicalculation.

As discussed in Seldl 6, the hybrid method uses centralidggetaselected with ZNA antlco)
values determined with assumptions on particle productitig.[20 shows the resultinQupp
values Qi on the left andQfp, *'%® on the right panel. Here it is important to note that the
ratios in the lower right panel in Fig. 119, and both panelsio EQ have the same shape by
construction, and only differ due to the scalind.{) of the reference. The small differences
among theNcq) values (Tabl&l7) are reflected in consis®pby, Which also remain consistent
with unity at highr for all centrality classes. This confirms the absence ofirstate effects,
already observed for minimum bias collisions. The Cronihattement, which has already
been noted in minimum bias collisions, is observed to bengeo in central collisions and
nearly absent in peripheral collisions. The enhancemeaissweaker at 5.02 TeV compared
to 200 GeV [Eb]. The geometry bias, described in [Sek.5.34ligpsesent and uncorrected,
even with this method. Its effect is limited to only peripaleclasses, resulting iQup, < 1 for
80-100%.

The meanQppp at high momentum for the various centrality estimators @wshas a func-
tion of centrality in Fig[2ll. The centrality dependencdggﬂ,%“berextracted from multiplicity
distributions is shown on the left. It is reminiscent of theltplicity bias, and reproduced
by the G-PYTHIA calculation (lines in the figure). The me@pp, changes less with increas-
ing rapidity gap between the centrality estimator and tiggorewhere thepr measurement is
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Fig. 21: AverageQppyp calculated pr > 10GeV/c) as a function of centrality, with various centrality
estimators. The left panel shows results from the data {goand from the G-PYTHIA calculation
(lines). The right panel shows the results for the hybridhodt where centrality classes are selected
with ZNA, and (Ng) are calculated with the assumptions on particle productestribed in Se€l 6.

performed, as expected from the multiplicity bias. InstehdQupy, extracted with the hybrid
model (Fig[21 right) is consistent with unity and the reséldom the two assumptions used for
the (Ngo) calculation are in agreement.

To compare the impact of the multiplicity bias from the diéfiet estimators on the nuclear modi-
fication factors, the ratio of the spectra in pp and p—Pb iilediht momentum range¥R~°/YPP)

is divided by the ratio of charged particle density at migidéty in pp and p—PbN5’°/N5P)
and it is plotted as a function oN@ﬁb/NEﬁ) in Fig.[22. Left and middle panels show the yield at
high-pr (10-20 GeV¢) and around the Cronin peak (3 Ge)//respectively. Figure 22 clearly
shows the shape bias on particle spectra. Even for the saemagavevent activity at mid-
rapidity (corresponding to the same point on the X-Nﬂgb/Né’ﬁ), the pr spectra show a small
but significant dependence on the centrality estimator.s T§wisible as a different relative
number of particlesYPP/YPP) in the intermediate (3 Ge) or in the highpr (10-20 GeVt)
region. Also the height of the Cronin peak relative to théhhig yield depends on the central-
ity estimator. This is shown in the right panel of Higl] 22, ahplots the double ratio of the
p—Pb to pp yields at 3 Gew/and in 10-20 GeW ((YPPL/YPP) 36y e/ (YPPP/YPP) 16 20Gev/c)-
Since, for CL1,Qupp is not constant at highr we plot also the rati(QYlﬁ’F"O/Yplf’)3(3ev/C to the
value calculated with G-PYTHIA at 3 Ge¥/ The Cronin peak is clearly visible for the VOM
and CL1 (with respect to G-PYTHIA) selection, and very pronced for the VOA selection.
As previously noted, the ZNA selection shows a similar trand similar value as VOA, when
restricted to the Nc,/dn range common to both estimators. However the differencestdr
significant, and the common range is still rather small. Irtipalar, the height of the Cronin
peak is larger with ZNA than with VOA in the commomNgh/dn range, which may be seen as a
sign of a remaining small bias in VOA, confirming what is olvserby G-PYTHIA calculations.

The study of the correlation between observables measuseth different parts of phase space
has shown that it is possible to select similar event classegy estimators that are causally
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Fig. 22: Left and Middle: ratio of yields in pp and p—Pb collisions tero momentum ranges, divided
by the ratio ofNg, in pp and p—Pb collisions. Right: ratio of the yield around 8\& to the yield at
high-pr. Values are calculated for different centrality estimatdfor CL1 we also show the ratio to the
value calculated with Q-PYTHIA at 3 Ge¥/(right panel only).

disconnected after the interaction. This is very importastause this suggests that any such
correlation can only arise from the initial geometry of tlodlision.

8 Summary

In summary, we have studied the centrality dependence afetigarticle production, with
measurements that comprise the charged particle pseudityajensity and the nuclear mod-
ification factor. The methods to determine centrality in pselisions using multiplicity mea-
surements or zero-degree energy have been presentedilnde¢former induce a bias on the
hardness of the pN collisions that can be quantified by thebeurof hard scatterings per pN
collision. Low (high) multiplicity p—Pb corresponds to lew(higher) than average number of
hard scatterings. For observables based on centrality&sts from multiplicity, nuclear effects
should be calculated, including this bias when comparirgntoncoherent superposition of pN
collisions.

In contrast, the energy deposited at zero degrees by slowongcin the ZDC is expected to be
insensitive to a multiplicity bias. Under this assumptibat in the absence of a model which
properly relates the ZDC energy to the number of collisidhsse are calculated assuming
multiplicity scaling laws in the given kinematic ranges.particular, we assume that the mul-
tiplicity at mid-rapidity is proportional tdNpar, that multiplicity in the target-going direction is
proportional to the number of wounded target nucleons, atr ttie yield of highpr particles

is proportional toN¢q. The equivalence of these assumptions has been shown andsbsl.
Therefore, under these assumptions, we find i) that nuclealifioation factors are consistent
with unity above~ 8 GeV/c, with no centrality dependence,; ii) that the muitipy of charged
particles at mid-rapidity scales linearly with the totahmuoer of participants; iii) and that the
longitudinal features of p—Pb collisions gisyny = 5.02 TeV, as reflected by the centrality de-
pendence of the pseudorapidity distributions of chargetigbes, are very similar to those seen
in d—Au collisions at RHIC energies. The latter were intetpd in support of extended longitu-
dinal scaling in the fragmentation regions. These resaftsasent valuable input for the study

33



Particle production and centrality in p—Pb ALICE Collakhara

of the event activity dependence of hard probes in p-Pbsiofliand, hence, help to establish
baselines for the interpretation of the Pb-Pb data.
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