
EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH

TOTEM 2014–003
(11 October 2014)

CERN-PH-EP-2014-260
18 November 2014

Measurement of the forward charged particle pseudorapidity density in
pp collisions at

√
s = 8 TeV using a displaced interaction point

The TOTEM Collaboration

G. ANTCHEVa, P. ASPELL8, I. ATANASSOV8,a, V. AVATI 8, J. BAECHLER8, V. BERARDI5b,5a,
M. BERRETTI7b,8, E. BOSSINI7b, U. BOTTIGLI7b, M. BOZZO6b,6a, E. BRÜCKEN3a,3b,
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Abstract

The pseudorapidity density of charged particles dNch/dη is measured by the TOTEM experiment in
pp collisions at

√
s = 8 TeV within the range 3.9 < η < 4.7 and−6.95< η < −6.9. Data were

collected in a low intensity LHC run with collisions occurring at a distance of 11.25 m from the
nominal interaction point. The data sample is expected to include 96-97% of the inelastic proton-
proton interactions. The measurement reported here considers charged particles withpT > 0 MeV/c,
produced in inelastic interactions with at least one charged particle in−7< η <−6 or 3.7< η < 4.8.
The dNch/dη has been found to decrease with|η |, from 5.11± 0.73 atη =3.95 to 1.81± 0.56
at η = −6.925. Several MC generators are compared to the data and arefound to be within the
systematic uncertainty of the measurement.
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1 Introduction

The pseudorapidity density of charged particles produced in high energy proton-proton (pp) collisions is
a key observable for the characterization of the hadronic final state. Non-perturbative models are used in
Monte Carlo (MC) event generators to describe the soft-QCD dynamics of the hadronic interaction [1, 2].
In the forward region, where diffractive interactions are important, beam remnant and underlying event
activity make the uncertainty on the particle production even more pronounced. Direct measurements
of forward pseudorapidity distributions are therefore valuable in constraining the theoretical models. A
better knowledge of these effects is also important for the interpretation of the high energy air showers
produced by cosmic rays [3, 4, 5].

This work reports the measurement of the charged particle pseudorapidity density (dNch/dη) at
√

s = 8
TeV in the ranges 3.9< η <4.7 and−6.95< η < −6.9. The measurement is obtained for a sample of
events recorded with a minimum bias trigger in pp collisionsdisplaced by 11.25 m from the nominal
interaction point (IP) location. These events have at leastone charged particle with either 3.7 < η < 4.8
or−7< η <−6 and are corrected to include charged particles with transverse momentum down topT =
0 MeV/c. dNch/dη is here defined as the mean number of charged particles per single pp collision and
unit of pseudorapidityη , whereη ≡ −ln[tan(θ/2)], andθ is the polar angle of the direction of the
particle with respect to the anticlockwise beam direction.The analysis reported here follows closely the
ones reported in [6, 7].

2 Experimental apparatus and track reconstruction

The TOTEM experiment [8, 9] is composed of three subdetectors: the Roman Pot detectors and the T1
and T2 telescopes. The related right-handed coordinate system has the origin at the nominal interac-
tion point 5 (IP5) of LHC, thex-axis pointing towards the centre of the accelerator, they-axis pointing
upwards, and thez-axis pointing along the anticlockwise-beam direction. The azimuthal angle,φ , is
measured in the(x,y) plane, whereφ = 0 is the+x andφ = π/2 is the+y direction. Inelastic events
are triggered by the two T2 telescopes, which are placed symmetrically on both sides of the nominal
IP5 at about|z| = 14 m. Hereafter the T2 telescope covering the positive (negative) pseudorapidities
will be referred as T2+ (T2−). Assuming standard collisions at the nominal IP5, they detect charged
particles produced in the pseudorapidity range 5.3 < |η | < 6.5, with full azimuthal acceptance. One
telescope consists of two half-arms, with each half-arm composed of 10 semicircular planes of triple-
GEM (gas electron multiplier) chambers [10], arranged within 40 cm length space along thez-axis. Each
chamber provides two-dimensional information on the trackposition, covering 192◦ of azimuth angle
with a small overlap region along the vertical axis between chambers of two neighboring half-arms.
Every chamber has a double-layered read out board containing two columns of 256 concentric strips
(400µm pitch, 80µm width) to measure the radial coordinate and a matrix of 1560pads, each covering
∆η ×∆φ ≈ 0.06×0.018 rad, to measure the azimuthal coordinate and for triggering. The radial and
azimuthal coordinate resolutions are about 110µm and 1◦, respectively. The detailed MC simulations of
the TOTEM detectors are based on GEANT4 [11]. Simulated events are processed and reconstructed in
the same manner as collision data. The MC corrections are obtained with the PYTHIA 8 (tune 4C) [12, 13]
and SIBYLL 2.1 [14] generators, hereafter referred as PYTHIA 8 and SIBYLL .

The T2 track reconstruction is based on a Kalman filter-like algorithm, simplified thanks to the small
amount of material in the GEM planes and the weak magnetic field in the T2 region. The particle
trajectory can, therefore, be successfully reconstructedwith a straight-line fit. Dedicated algorithms
were developed in order to correct for effects due to misalignment of the T2 detector. Thex and y
shifts of the T2 half-arms with respect to the nominal positions and their tilts in thexz andyz planes are
determined with a precision respectively of∼1 mm and of 0.3-0.4 mrad. More details on the tracking
algorithm and on the alignment procedures can be found in [15].
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The analysis reported in this work is obtained with collisions occurring at 11.25 m from the nominal IP5.
The events are therefore asymmetric with respect to T2, whose acceptance is expected to be 3.7< η < 4.8
and−7< η < −6, for T2+ and T2−, respectively. Events with charged particles produced in this range
are expected to be triggered with high efficiency by T2 (see section 4 for more details). However, only
particles with 3.9 < η < 4.7 and−6.95< η < −6.9 cross a minimal amount of material and are safely
distant from any detector borders. These tracks are therefore expected to be efficiently reconstructed
and can be recognized to come from the interaction region. Simulation studies based on PYTHIA 8
showed that single tracks are reconstructed with an efficiency > 90% for pT > 20 MeV/c in both the
T2+ and T2− measurement range. The fraction of primary particles withpT < 20 MeV/c generated in
the acceptance of T2+ or T2− is below 1%. Theη-resolution in the measured T2+ (T2−) range is better
than 0.05 (0.03), once the track is identified as coming from the interaction region (see section 4.2). The
pseudorapidity of a track in T2 is defined as the average pseudorapidity of all T2 track hits, calculated
from the angle between thez-axis and the line joining the hit and the displaced IP. This definition is
adopted on the basis of MC simulation studies and gives an optimal estimation of the pseudorapidity of
the particles produced at the IP.

3 Data sample

The data sample consists of 400k events collected in July 2012 during a run with a non-standardβ *
= 90 m optics configuration and with a bunch pair colliding at 11.25 m from the nominal IP5. The
probability of overlapping pp interactions in the same bunch crossing (pileup) is found to be∼2-3%,
estimated from the trigger rate for the colliding bunch pair. The rate of beam gas interactions is expected
to be less than 0.5%. The minimum bias trigger provided by theTOTEM T2 telescopes, whose efficiency
is discussed in section 4.1, required at least one track candidate (trigger track) in either T2+ or T2−[16].
With this selection, the fraction of inelastic cross section seen by T2 is estimated to be 96–97% of the
total pp inelastic cross section at

√
s = 8 TeV, according to PYTHIA 8 and SIBYLL generators. These

values are∼2% larger with respect to the PYTHIA 8 prediction obtained for collisions in the nominal
IP5, while the fraction of events included in SIBYLL does not change significantly. Data have at least a
track in both T2+ and T2− in 80% of the triggered events. Events having tracks only in T2− (T2+) are
9.5% (10.5%) of the total sample. These fractions are compatible with PYTHIA 8 predictions within 1%.
SIBYLL instead predicts 86%, 6.5% and 7.5% probability for a triggered event to have tracks in both
T2+ and T2−, only in T2− and only in T2+, respectively.

4 Analysis procedure

The pseudorapidity density measurement presented here refers to “stable” primary charged particles with
a lifetime longer than 3× 10−11 s, either directly produced in pp collisions or from decays of particles
with shorter lifetimes. Such a definition, consistent with that of previous studies [17, 18, 19, 20, 20,
6, 7], considers the decay products of K0

S andΛ hadrons and all of the charged particles generated by
interactions with the material in front and around the detectors as secondary particles. Thanks to the high
detection efficiency of charged particles down to very lowpT (see also discussion at the end of Section 2)
the measurement is corrected, with a negligible MC dependence, to take into account all primary charged
particles withpT > 0 MeV/c (see Section 4.3 and 4.4).

4.1 Trigger efficiency

The effect of the trigger inefficiency on the measurement is firstly determined by using a MC simulation.
The inefficiency of the trigger is mainly due to non-operating and to noisy channels which were not used
for the trigger generation. The list of these non working channels is introduced in the trigger simulation,
giving an effect on thedNch/dη measurement of only about 0.5% with respect to a fully efficient trigger.
To be sure that the trigger performance is not biased by the asymmetric arrival time of the particles in the
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T2+ and T2−, another run which used different time latencies of the trigger with respect the nominal
bunch crossing time is also analyzed. The trigger rates of the two runs are compatible. This allows us to
check that the trigger rates are not affected by the different timing configuration characterizing this run
with respect to the case where collisions are provided at thenominal IP (z = 0 m). All the events with
at least a reconstructed track are considered in the analysis. The probability that a triggered event has
at least a reconstructed track is close to 100%. According toPYTHIA 8 (SIBYLL ) the triggered events
have a probability of 68.5% (70%) of having primary charged particles in both the T2 telescopes. The
probability to have primary charged particles only in T2− is 9% (11%), while the probability to have
them only in T2+ is 17.5% (18%).

4.2 Primary track selection

About 80-85% of the reconstructed tracks in the analysedη-range of the T2− and T2+ telescope are
due to secondary particles, mainly electrons and positronsgenerated by photon conversions or electro-
magnetic showers in the material. In T2+, conversions are mostly generated in the lower edge of the HF
calorimeter of CMS and in the beam pipe atz > 13 m. In T2−, conversions may happen in the beam
pipe material and in the CMS detectors close to the beam line.It is therefore important to discriminate
these secondary particles from the primary charged ones.

In T2+, the most effective primary/secondary particle separation is achieved by using thezimpact track
parameter (see Fig. 1), which is defined as thez coordinate of the intersection point between the track
and a plane (“π2”) containing thez-axis and orthogonal to the plane defined by thez-axis and the track
entry point in T2 (“π1”) [15]. This parameter is found to be stable against residual misalignment biases.

Fig. 1: Definition of thezimpact parameter.

Simulation studies demonstrated that thezimpactdistribution can be described by the sum of two Gaussian
distributions (hereafter referred to as a “double-Gaussian” distribution) mainly due to primary particles,
while most of secondary particles withzimpact in the primary region can be described by the sum of two
exponential distributions (hereafter referred to as a “double-exponential”).

Fig. 2 shows thezimpact parameter distribution in one of the central bins of the positive η range under
study. A combined fit is performed for eachη bin of thedNch/dη distribution with the sum of a double-
Gaussian and of a double-exponential function, giving standard deviations (amplitudes) of both Gaussian
functions that increase (decrease) withη . The mean, required to be the same for both Gaussian distribu-
tions, the standard deviations and the amplitudes of the twoGaussian functions as well as the mean and
the amplitude of the exponentials are left free in the fit. Therelative abundance of secondary particles
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decreases with increasingη . Simulations predict a contamination of the double-Gaussian distribution by
secondary particles at the level of about 15-20%. They are mainly given by photons converted in the ma-
terial between the displaced IP and T2, with a smaller amountof decay products from strange particles.
These particles are distributed symmetrically aroundzimpact = 11.25 m, still following a Gaussian-like
distribution. The T2+ tracks are considered “primary candidates” if they satisfya zimpact requirement

Fig. 2: The zimpact parameter distribution for the data tracks reconstructed in one T2+ half-arm in the range
4.2 < η < 4.3. A global (double-Gaussian + double-exponential function) fit, performed in the range from 4 m
to 12.5 m, is shown by the solid curve. The dashed curve represents the double-exponential component from
secondary particles, while the dotted curve is the double-Gaussian component, mainly due to primary tracks.

set, for eachη bin, such that 96% of the area of the double-Gaussian, symmetric around the mean, is
included.

In order to discriminate primary from secondary tracks in T2− the same strategy as the one described
above cannot be used. Indeed, MC studies show that thezimpact distribution of the primary particles
in T2− is much wider. In this case, a primary to secondary separation based on thezimpact parameter
would heavily rely on the MC predictions. This worsening on the zimpact parameter resolution for T2−
is due to the bigger impact that multiple scattering and magnetic field have on the extrapolation of the
track towards the collision region, which is about 25 m away from T2−. Moreover, the impact that the
telescope misalignment has on thezimpact distribution in T2− is expected to be larger as the angles of the
primary particles are smaller.

A data-driven selection of the primary tracks in T2− is still possible using the∆θ variable. This is
defined as∆θ = θ f it −θIP, whereθIP is the average polar angle of the track deduced from its entry/exit
point in the detector (assuming that the particle is coming from the displaced IP) andθ f it is the absolute
value of the polar angle obtained with a standard fit based on the reconstructed T2 hits. The choice of
this variable is motivated by MC simulation studies. Fig. 3 shows the distribution of the∆θ parameter
obtained in theη region of T2−, which is investigated in this work.

With respect to thezimpact variable,∆θ has the disadvantage of having only one side of the distribution
that is largely dominated by secondaries. This gives a larger systematic uncertainty related to the sub-
traction of the secondary contribution. However, MC studies show that the peak around∆θ = 0 mrad is
still dominated by primary particles and the full distribution can be fitted by a double-Gaussian function,
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Fig. 3: The ∆θ parameter distribution for the data tracks reconstructed in T2−. A global (double-Gaussian +
exponential function) fit, performed in the range from -2 mrad to 19 mrad, is shown by the solid curve. The
dashed curve represents the exponential component from secondary particles, while the dotted curve is the double-
Gaussian component, mainly due to primary particles.

which mainly contains the primary tracks, and an exponential function which describes the secondaries
at large values of∆θ . The parameters of the fit are left unconstrained during the fit procedure. More de-
tails about this procedure and on its uncertainty will be reported in sections 4.5 and 5. According to MC
simulations, part of the secondaries doesn’t follow the exponential distribution and cannot be separated
using the fit of∆θ , as they give an almost symmetric contribution around 0 mradwith a RMS which is
about a factor 1.5 larger than the one associated to the primary distribution. The origin of this peak is
still related to forward gammas which are generated in the T2− acceptance and convert in the material
close to the detector. The fraction of the double-Gaussian area due to the secondaries is predicted to be
about 32%. Similarly to the T2+ case, a track in T2− is considered a “primary candidate” if it satisfies
a ∆θ requirement, set such that 96% of the area of the double-Gaussian, symmetric around the mean, is
included.

4.3 Event selection correction

In order to take into account the differences between the analysis sample defined at the MC-particle level
and the one experimentally selected based on the reconstructed tracks, a correction factor needs to be
introduced. This correction is calculated for eachη bin from the ratio

Csel(η) =
dNch/dηgen|gen selected

dNch/dηgen|reco selected
, (1)

where the numerator is the pseudorapidity density obtainedfrom the MC simulation for events selected
based on the charged particles generated within the T2 acceptance at the displaced IP. The denominator
is the density of charged particles arriving in T2, obtainedby selecting the simulated events with at
least a track reconstructed in T2, as for the data. Eq. 1 is evaluated for charged particles withpT > 0
MeV/c. In general,Csel is different from unity because of triggered events where only secondary tracks
are reconstructed or because of primary charged particles which do not arrive in T2. TheCsel correction
factor is evaluated with PYTHIA 8 and SIBYLL . Moreover, to quantify possible biases related to this
correction, the analysis was repeated requiring that events contain at least a primary candidate track in
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T2+. More details on the numerical values ofCsel(η) and on their uncertainties are reported in sections
4.4, 4.5 and 5.

4.4 Measurement of dNch/dη in T2+

An analysis similar to the ones described in [6, 7] has been developed to evaluate the pseudorapid-
ity density in the T2+ region. The measurement is performed for each T2+ half-arm independently,
thus providing a consistency check, as each half-arm differs in its alignment and track reconstruction
efficiency. The number of primary tracks passing thezimpact parameter selection criteria is estimated
for eachη bin as a function of thezimpact value, using the double-Gaussian and double-exponential fits
described in Section 4.2. The fraction of primary tracks candidates associated to the double-Gaussian
distribution ranges from about 74% (lowerη bins) to about 87% (higherη bins), and is used to weight
each track by the probability for it to be a primary. Each track is also weighted by the primary track
efficiency, which depends onη and on the average pad cluster multiplicity per plane (APM) in the corre-
sponding half-arm. The APM probability is a rapidly decreasing distribution, with an average of about 27
and an RMS of about 26. The primary track efficiency, evaluated from MC generators, is defined as the
probability to successfully reconstruct a generated primary track (with pT > 0 MeV/c) that traverses the
detector yielding azimpact parameter within the allowed region. Fig. 4 shows the primary track efficiency
as a function of the track pseudorapidity and of the event APMfor one of the T2+ half-arms. The pri-
mary track efficiency averaged over APM ranges from about 75%to about 80%. Additional comparisons

Fig. 4: Primary track efficiency as a function ofη and of the average pad cluster multiplicity per plane (APM) in
one T2+ half-arm. The effect of the primary track candidate selection criteria is included in the efficiency.

of the data and MC trackχ2-probability distributions show that the primary MC efficiencies shown in
Fig. 4 have to be reduced by 2%. The rate of multiple associations of reconstructed tracks to the primary
one is negligible (<0.4%) once thezimpact requirement is imposed.

Conversion of photons fromπ0 decays in the material between the displaced IP and T2, as well as decay
products of strange particles, also contribute to the double-Gaussian peak. The overall non-primary con-
tribution, to be subtracted from the double-Gaussian peak,is estimated as a function ofη with PYTHIA 8
and SIBYLL . The value of this correction ranges from about 17% (lowη) to 12% (highη) and is obtained
as the average of the two MC predictions. The correction factor for the event selection bias (Csel(η)) is
found to be about 1.1 according to PYTHIA 8 and SIBYLL . This factor has been obtained after having
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imposed that both MC reproduce the same relative amount of events with no primary candidates as found
in the data. Bin migration effects inη are corrected for with PYTHIA 8, which gives the best description
of the slope of the measured dNch/dη distribution. The effects are typically at the level of a fewpercent.

Events characterised by a high T2 hit multiplicity, typically due to showers generated by particles inter-
acting with the material before T2, are not included in the analysis. These events, where track recon-
struction capability is limited, are characterised by an APM value larger than 60 and constituted about
13% of the sample. The effect of removing these events is firstly evaluated in a MC study, which re-
sulted in an overall correction factor of about 1.18 (1.28) according to PYTHIA 8 (SIBYLL ). To verify the
stability of this correction an additional method has been developed: the correction is also estimated by
extrapolating the measured average multiplicity obtainedas function of the maximum APM included in
the sample, without correcting for the excluded fraction ofthe sample, to APM values above 60. The
extrapolation, performed with a second degree polynomial,gives a correction of 1.11. The average be-
tween the factor predicted from this extrapolation and the one obtained with PYTHIA 8 MC, which better
describes the data, is used for this correction.

The fully corrected dNch/dη distribution in eachη bin is determined via:

dNch

dη
=

Csel(η)∑evt,trk∈S ωtrk(APM,η ,zimpact) ∑ j B j(η)

∆η Nevt

2π
∆φ

(2)

where S is the sample of tracks withη −∆η/2 < η < η + ∆η/2 satisfying the selection criteria above,
∆η = 0.1 is the bin width,Csel is the correction factor related to the event selection (defined in sec-
tion 4.3),B j is the bin migration correction associated with thej-th bin inη , ∆φ/2π = 192◦/360◦ is the
azimuthal acceptance of each T2 half-arm,Nevt is the total number of selected events, andωtrk is defined
as:

ωtrk(APM,η ,zimpact) =
Pprim(η ,zimpact)Snp(η)Cmult(η)

ε(η ,APM)
, (3)

where Pprim is the probability for a track to be primary,ε is the primary track efficiency,Snp is the
correction factor for the non-primary contribution to the double-Gaussian peak, andCmult is the correction
factor accounting for the exclusion of events with APM values above 60.

The dNch/dη distribution obtained refers to charged particles withpT> 0 MeV/c.

4.5 Measurement of dNch/dη in T2−

The analysis of the pseudorapidity density in T2− is similar to the one in T2+ (eq. 2). Therefore in this
section only the differences with respect to the analysis performed in T2+ are mentioned. For T2−, the
measurement has been restricted to only oneη bin (−6.95< η < −6.9) because only in this range the
track reconstruction is efficient and reliable. The selection of the primary track candidates is based on
the∆θ variable described in section 4.2. The related double-Gaussian and the exponential functions are
used to weight each track by the probability for it to be primary (Pprim(η ,∆θ)). The data and the MC
fits are required to produce the same value of the ratio between the exponential and the double-Gaussian
function at∆θ = −2 mrad. This requirement reduces potential data-MC differences in the fit results,
which are due to different extrapolated value of the exponential function in the primary region. More
details on the systematic uncertainty related to the fit procedures are reported in section 5. About 35% of
tracks with∆θ in the primary candidate region are associated to the exponential background. The non-
exponential background included in the primary double-Gaussian peak region is estimated as an average
of the PYTHIA 8 and SIBYLL MC generator. The results of the LHCf experiment on the photon dN/dE
distribution [21] are taken into account by these two MCs. The non-exponential background affecting the
primary candidate region corresponds to about 32% of the selected signal and it is taken into account by
the proper correction factor (Snp(η)). The primary track efficiency, parametrized as a function of APM
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(ε(η ,APM)) when including the effect of the primary track candidate selection criteria, is found to be
70% on average. This efficiency has been corrected by 10% due to latency issues leading to a data-MC
discrepancy.

The rate of multiple associations of reconstructed tracks to the primary one is negligible (∼0.4%) once
the requirement on the track∆θ parameter is imposed. The correction factor for the event selection bias
(Csel(η)) is found to be about 1.02 according to PYTHIA 8 and SIBYLL . Events having an APM larger
than 60 due to the high secondary particle production constitute 16% of the sample and the associated
MC correction factor (Cmult(η)) is 1.03.

To be sure that the analysis results are not biased by the choice of the analysed T2− half-arm and by
potential timing issue due to the asymmetric configuration of the run, the measurement is performed by
using two different samples. In the run where the latency is optimized for T2+, the half-arm in T2−
having the better latency is used. The measurement is then repeated using an ancillary run, where the
latency in the T2− is optimal for the other half-arm. As in this case the latencyis not optimized for the
T2+, the dNch/dη value has to be corrected for trigger losses due to events with particles only in T2+.
This correction is about 10%. The final result is obtained by averaging the measurements from the two
different runs.

5 Systematic uncertainties

The systematic uncertainty evaluation for the dNch/dη distributions is performed in a similar way as
in [7]. In the following details are given only for the most significant contributions.

In the T2+ region, the systematic uncertainty in thePprim function, of about 5-6%, is evaluated by taking
into account three effects: a) the sensitivity to the misalignment corrections (2%), quantified by varying
the corrections within their uncertainties, b) the sensitivity to the zimpact parameter fitting range (5%),
which was changed by±0.5 m, and c) the effect of possible deviations of the fitting function for the
trackzimpact distribution (about 2%). In T2− the leading contribution to the error of thePprim function is
given by the fit uncertainty, evaluated by changing the fitting interval used for the exponential fit in the
secondary region and without imposing any constraint at∆θ =−2 mrad. Since it is difficult to model the
background in this region, a conservative approach has beenused, where the extreme right point of the
fit has been changed from 12 to 22 mrad, resulting in a 20% fit uncertainty. The effect that a deviation of
the fit from the∆θ distribution can have on thePprim factor is less than 1%.

The systematic uncertainty due to non-primary tracks included in the double-Gaussian once the expo-
nential contribution has been removed (Snp) is evaluated by taking into account two effects: a) the range
of the MC predictions (about 3% and 7% in T2+ and T2− respectively), b) the data-MC discrepancy on
the ratio between the double-Gaussian and the exponential curve in the primary candidate region (about
4% and 7% in the T2+ and T2− respectively). In T2− these contributions are obtained keeping the
relative constraint between the data and the MC fit, as described in 4.5.

In addition, simulation studies are also performed by varying the thickness of the material in front of
T2 by 40%. This part of the material is the main source of secondary tracks that contribute to the
double-Gaussian. The effect of the change of the material results in a possible bias of less than 3%.
The systematic uncertainty in the primary-track efficiency(ε) is evaluated in studies where tracks are
reconstructed with a set of five consecutive detector planes(out of the total of ten) in a single T2 half-
arm. These tracks are used to determine the track reconstruction efficiency of the other set of detector
planes in the same half-arm. The difference between the simulation and data results obtained with the
above method, is found to be about 5% for T2+ and about 20% for T2− and taken as estimate of the
systematic uncertainty. For T2− the uncertainty is larger due to residual latency issues.

For the T2+ analysis, the uncertainty in the correction for the exclusion of events with high secondary-
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Table 1: Systematic and statistical uncertainties in the dNch/dη measurements for the regions 3.9 < η < 4.7 and
−6.95< η < −6.9.

3.9 < η < 4.7 −6.95< η < −6.9
Tracking efficiency data-MC discrepancy 5-6% 20%
Primary track selection 5% 20%
Secondaries in the double-Gaussian peak 5% 10%
High-multiplicity events 8% 2%
Quarter discrepancy 4% 8%
Material uncertainty 3% 3%
Event selection <3% <3%
Statistical uncertainty <1% <1%
Total (after averaging half-arms
and including minor contributions) 13-14% 31%

particle multiplicity (Cmult) is estimated by taking into account the difference betweenthe SIBYLL and
PYTHIA 8 estimates, and the result of the data-driven extrapolation procedure. The associated uncertainty,
about 8%, is taken as half of the maximum difference among thethree predictions. In the T2− region,
high multiplicity events are less rich in primary particlesand the correction for the excluded events is
smaller. The difference between the MC predictions, taken as uncertainty, is about 2%.

The uncertainty on the correction accounting for the event selection (Csel) is evaluated by taking into
account both the difference between the corrections from the two MC generators mentioned above and
the dependence of the dNch/dη from the event selection criteria as described in section 4.3. The overall
systematic uncertainty is found to be less than 3%.

The maximum discrepancy between the results obtained in each half-arm, taken as additional systematic
uncertainty, is found to be 4% in the T2+ and 8% in the T2−. The statistical uncertainty is less than
1%. Table 1 shows the statistical and the main systematic uncertainties of the measurement. The total
uncertainty is obtained by adding in quadrature the reported systematic errors with the statistical one. A
final uncertainty of 13-14% (31%) is obtained for the measurement in T2+ (T2−).

Additional studies are performed for T2+ to further characterize the systematic uncertainties. An esti-
mation of the uncorrelated bin-by-bin (hereafterη-uncorrelated) uncertainty is obtained by measuring
the difference of the data-MC discrepancies for each pair ofneighbouring bins. The main contributions
to the η-uncorrelated part of the uncertainty, between 1 and 6%, is given by the uncertainties on the
tracking efficiency and on the primary track selection. The effect of a possible bias introduced by the
systematic uncertainties on the measured values at the beginning and at the end of the T2+ η range is
estimated to be at most 10%. As the measurement in T2− is completely different in the track selec-
tion, dead materials, and detector efficiency with respect to the measurement in T2+, the uncertainties
in the two ranges have to be considered basically independent. For the measurement in the T2−, an
η-uncertainty ofση = 0.05 is assumed, by taking into account both theη-resolution and the possible
effects that residual misalignments can have on the pseudorapidity estimation.

6 Results

The charged particle pseudorapidity distribution measured in this work is presented in Fig. 5, together
with the results obtained jointly by the CMS and TOTEM Collaborations [7] for inelastic events selected
in pp collisions at the nominal IP for

√
s =8 TeV.

The green band represents the total uncertainty, while the black error bars are theη uncorrelated uncer-
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Fig. 5: Charged particle pseudorapidity distributions obtained in pp collisions at
√

s = 8 TeV for inelastic events.
The coloured bands show the combined systematic and statistical uncertainties and the error bars represent the
η-uncorrelated uncertainties. The results obtained in thiswork based on collisions atz = 11.25 m (displaced IP)
are shown under the green band, while the distributions under the orange band are taken from [7], where collisions
occurred atz = 0 m (nominal IP). The measurements are compared in eachη region to the corresponding prediction
from PYTHIA 8 (tune 4C), SIBYLL 2.1, EPOS(tune LHC), and QGSJETII-04.

tainties. The measurement and the corresponding MC predictions are shown in bins of|η | for a better
visualization. The dNch/dη measured in this work is found to be 5.11± 0.73 atη = 3.95, 4.42± 0.63
atη = 4.65 and 1.81± 0.56 atη =−6.925, with negligible statistical uncertainty. The predictions from
QGSJETII-04 [22], SIBYLL 2.1, EPOS (tune LHC) [23, 24], and PYTHIA 8 (tune 4C) are compatible
with the data, even if the SIBYLL (EPOS) predictions underestimate (overestimate) systematically the
data by about 6-10% (15-30%).

The dNch/dη measured in this work is also reported in table 2, with the corresponding total andη-
uncorrelated uncertainty.

7 Summary

In this work, the measurement of the charged particle pseudorapidity densities in the ranges 3.9< η <4.7
and−6.95< η < −6.9, for proton-proton collisions at a centre-of-mass energyof 8 TeV has been re-
ported. The data were collected using the minimum bias trigger of the TOTEM T2 detector, during a
dedicated run at low intensity and with a non-standardβ * = 90 m optics configuration. Collisions were
provided at a distance of 11.25 m from the nominal interaction point, allowing T2 to cover a pseudora-
pidity range which is very different from its nominal one. The measurement has been made considering
charged particles withpT > 0 MeV/c, in an inelastic sample with at least one charged particle produced
in either−7 < η < −6 or 3.7 < η < 4.8. Predictions obtained with different MC event generatorsand
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Table 2: The TOTEM dNch/dη measurement for inelastic pp events with displaced interaction point at
√

s = 8
TeV. The reported values represent the average of two half-arms with the corresponding full systematic (syst.)
andη-uncorrelated systematic (η-uncorr syst.) error. The statistical error is negligible.η0 represents the central
pseudorapidity value in each eta bin. The bin width is 0.05. No value forη-uncorr syst. is quoted for theη < 0
measurement, since it is largely independent from theη > 0 measurements.

η0 dNch/dη syst. error η-uncorr syst. error
-6.925 1.81 0.56 -
3.95 5.11 0.73 0.15
4.05 5.13 0.73 0.15
4.15 4.93 0.70 0.15
4.25 4.72 0.67 0.14
4.35 4.64 0.66 0.14
4.45 4.52 0.64 0.14
4.55 4.51 0.64 0.29
4.65 4.42 0.63 0.29

tunes have been found to be consistent with the measurement.
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