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Taus 

- decay hadronically at 65% into one or 
three charged hadrons, up to two neutral 
hadrons, and a neutrino


- reconstructed from decay products
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MET (Missing ET, Missing transverse momentum) 

- the momentum imbalance of all visible 
particles in the plane transverse to the beam 
axis


- the total transverse momentum carried away 
by invisible particles

Jets 

- collimated cluster of stable particles, primarily hadrons 
originating from quarks or gluons


- defined by jet-clustering algorithms, e.g., anti-kT, 
Cambridge-Aachen


- corrected for detector effects (jet energy corrections 
(JEC), or scale (JES))


- can be tagged to indicate potential origins, e.g., b/c-
quarks, boosted-W/Z bosons, boosted-top quarks, 
boosted-Higgs bosons
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Jets, MET, taus at hadron colliders
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Introduction
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Jets, MET, taus in events with pile-up interactions
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Jets in pile-up 

- particles produced in pile-up interactions add extra energy to jets


- some jets are entirely made of pile-up particles (pile-up jets)

a pile-up jet

extra energy

a pile-up 
interaction

multiple pile-up 
interactions

6~E RECO

T

6~E RECO

T

Reconstructed MET in pile-up 
interactions is a random walk 
on the px - py plane

The more pile-up interactions, the 
larger the reconstructed MET is likely 
to be, degrading the MET resolution

As we don’t perfectly measure all 
visible particles, a pile-up interaction 
has non-zero reconstructed MET 

e.g., resolution, response, efficiency

If we perfectly measured all visible 
particles, pile-up interactions 
would not change MET

6~E true

T = ~0

A pile-up interaction has 
nearly zero true MET 

MET in pile-up 

- pile-up interactions 
degrade MET resolution a pile-up 

interaction

Taus in pile-up 

- pile-up interactions make taus less isolated 
from other particles
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CERN-GE-0803012CMS Document 11514

The CMS detector The ATLAS detector 

SUPERCONDUCTING SOLENOID
Niobium titanium coil carrying ~18,000A

PRESHOWER
Silicon strips ~16m2 ~137,000 channels

SILICON TRACKERS
Pixel (100x150 μm) ~16m2 ~66M channels
Microstrips (80x180 μm) ~200m2 ~9.6M channels

MUON CHAMBERS
Barrel: 250 Drift Tube, 480 Resistive Plate Chambers
Endcaps: 468 Cathode Strip, 432 Resistive Plate Chambers

FORWARD CALORIMETER
Steel + Quartz fibres ~2,000 Channels

STEEL RETURN YOKE
12,500 tonnes

HADRON CALORIMETER (HCAL)
Brass + Plastic scintillator ~7,000 channels

CRYSTAL 
ELECTROMAGNETIC
CALORIMETER (ECAL)
~76,000 scintillating PbWO4 crystals

Total weight
Overall diameter
Overall length
Magnetic field

: 14,000 tonnes
: 15.0 m
: 28.7 m
: 3.8 T

CMS DETECTOR

https://cds.cern.ch/record/1095924
https://cms-docdb.cern.ch/cgi-bin/PublicDocDB/ShowDocument?docid=11514


Jet/ETMiss/Tau in CMS



T. Sakuma, T. SumidaPhysics at LHC and beyond, 11 Aug 2014 Run 1 legacy performance: Jets/ETMiss/tau

CMS : Jets, MET, taus with Particle Flow candidates

• Particle Flow (PF) algorithm 

- the primary reconstruction algorithm in CMS

- uses all CMS detector subsystems

- reconstructs four momenta of all visible stable 

particles (PF candidates)

- identifies each particle as muon, electron, 

charged hadron, photon, or neutral hadron

!
!

• Jets, MET, taus 

- reconstructed as composite objects of PF 

candidates
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CMS-PAS-PFT-09-001

particle flow candidates μ±, e±, h±, γ, h0   

muon

neutral 
hadron

charged 
hadron

electron

photon

https://cds.cern.ch/record/1194487
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CMS : Jets
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CMS-DP-2013-033

The 4-momenta of jets are initially 
reconstructed as the vector sums 
of the 4-momenta of constituent 
particles (E-scheme)

p

raw
µ

=

0
BBBBBB@
X

i2jet
E

i
,

X

i2jet
p

i
x

,

X

i2jet
p

i
y

,

X

i2jet
p

i
z

1
CCCCCCA

pcor

µ = Cpraw

µ

CMS-PAS-JME-07-002

L1 
offset

L2 
rel. η

L3 
abs. pT

L5 
flavor

L4 
EMF

L6 
UE

L7 
parton

Jet Energy Corrections
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The primary corrections for the detector response are derived from MC. MC is used as it well 
describes data. The residual corrections are for small differences between data and MC.

Then, a series of factorized corrections are applied
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Each correction is a 
scaling factor. And so 
is the total correction

purely data-driven corrections were proposed before Run-I started 
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An earlier version of proposed factorization

The total corrections for PF jets are 
smaller than those for Calo jets
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CMS-PAS-JME-12-002
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 data (before 2012 cleaning)
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TEPF

CMS Preliminary 2012

6~ET = �
X

i2all
~pTi

the negative of the vector sum of pT of all PF candidates 

PF MET (uncorrected)

MET filters

MET corrections
Type-I: a propagation of jet energy corrections

Type-0: corrections for the calorimeter response to low energy 
particles produced in pile-up interactions

xy-Shift: corrections for the shift of the mean of MET

PF MVA MET

regression, estimates MET in the primary interaction with BDT from 
five variations of MET, for each of which the vector sum is taken 
over a different set of PF candidates

JINST 6 (2011) P09001

Without a dedicated cleaning, events with large MET are 
predominantly triggered by false MET, caused, e.g. by 
detector noises, cosmic rays, beam halo

After the MET cleaning is applied, the agreement of the MET 
spectrum with MC, in which causes of false MET are not

explicitly simulated, significantly improves

̸E⃗T

an advanced MET reconstruction algorithm, remarkably 
improves MET resolution in high pile-up events

CMS-PAS-JME-12-002

https://cds.cern.ch/record/1543527
http://dx.doi.org/10.1088/1748-0221/6/09/P09001
https://cds.cern.ch/record/1543527
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HPS (Hadron Plus Strips) 

- the primary tau reconstruction algorithm in CMS


- reconstructs major hadronic tau decay modes 
with PF candidates in PF jets


- reconstructs photons as “strips” of 
ΔηxΔφ=0.05x0.2, longer in φ to collect photon 
conversions spread in φ in strong magnetic field


- requires the consistency with masses of 
intermediate resonances, ρ, a1

CMS : Tau

9

Tau invariant mass reconstruction

CMS-DP-2013-012

JINST 7 (2012) P01001 HPS decay modes 

⌧� ! ⇡�⌫ ⌧� ! ⇢�(! ⇡�⇡0)⌫
⌧� ! a�1(! ⇡�⇡0⇡0)⌫

⌧� ! a�1(! ⇡�⇡+⇡�)⌫

1 hadron 1 hadron + strips 3 hadrons

strip

Tau isolation 

- used to distinguish taus from 
quark or gluon jets


- Two approaches


- Cut Based Isolation: charged 
particles from the hard 
interaction determined by the 
vertex and an estimate of 
neutral particles from the 
hard interaction.


- MVA Isolation: variables 
include lifetime, impact 
parameters
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A$new$MVA$based$tau$ID$discriminator$has$been$trained.$The$MVA$uses$as$
input$informaJon$on$tau$isolaJon$and$on$tau$lifeJme$*.$It$reduces$the$$
jet$$tau$fakeDrate$by$40D50%$compared$to$cutDbased$tau$ID$discriminators$$
and$is$foreseen$to$be$used$in$future$CMS$data$analyses.$

*$transverse$impact$parameter$(1Dprongs$and$3Dprongs)$$
$and$reconstructed$tau$decay$vertex$(3Dprongs$only)$ 4 

CMS$Tau$ID$Performance 

CMS-DP-2014-015

https://cds.cern.ch/record/1545351
http://dx.doi.org/10.1088/1748-0221/7/01/P01001
https://cds.cern.ch/record/1704439
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ATLAS: Topological Clusters

• 3D “Topological” clusters 
- neighboring calorimeter cells surrounding a seed cell


‣ inputs for reconstructions of jets, ETmiss and taus 
- clustering based on energy significance ( |E| / σ ) per cell


‣ σ : sum-in-quadrature of electronic & pileup noises 
defined per cell


- to suppress noise contributions

‣ optimized “4-2-0” σ method


!
• Topo-cluster calibration


- ElectroMagnetic scale (EM scale) 
‣ sum energy using baseline cell-level detector 

calibration (not the electron calibration)

- Local (hadronic) Cluster Weighting scale (LCW scale)


‣ start with topo-clusters at EM scale

‣ distinguish EM (e.g., π0) from hadronic (e.g., π±) 

deposition via cluster moments

- w/ energy density, longitudinal depth


‣ apply weights for hadronic response, out-of-cluster 
energy, and dead material


- validated by test beam, single particle E/p 
measurements

11

Topological Clusters
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Figure 2: Default calibration scheme: Probability weights to observe a neutral pion cluster for 0.2 <
|η | < 0.4 (left column); 2.0 < |η | < 2.2 (right column); 1GeV < Ecluster < 2GeV (top row); 8GeV <
Ecluster < 16GeV (bottom row).

colored scale from 0 (purely hadronic) to 1 (purely electromagnetic) as a function of the two moments
⟨ρ⟩ and λcenter. It is clearly visible that electromagnetic showers dominate the region of high energy
density and small cluster depth. It is also apparent from the plots that classification is most difficult for
clusters with smaller energies as the distributions for charged and neutral pions have larger overlaps in
that regime.

2.2.1 Performance for single pions

Figure 3 shows the energy fractions classified as electromagnetic and hadronic for neutral and charged
single pions with the classification method described in section 2.2. For neutral pions the method reaches
classification efficiencies of 80−85% above 50GeV, but below that energy the electromagnetic fraction
drops linearly with the logarithm of the pion energy, falls to 50% at about 5GeV and 23% at 1GeV.
For charged pions the hadronic fraction is rather stable between 80− 90% over the entire energy range
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ATLAS: Jet calibration

• Calibration sequence

!

- Anti-kt algorithm for jet reconstruction

‣with clusters in EM scale / LCW scale 


- Pile-up corrections

‣ Jet area based


- Jet Energy Scale (JES)

‣ derived from MC truth information

‣ (E, pT)-dependent correction factor


- E(true)/E(calo) applied on E(calo)

-  Residual corrections in in-situ methods

‣ photon + jet balance

‣ Z + jet balance

‣multi-jet balance

‣ di-jet balance for eta-intercalibration

!

- More new techniques

‣Origin (vertex) correction

‣Global Sequencial Correction

12

June 18, 2014 E. Thompson - Columbia University 3

The 2012 Jet Energy Scale
ATLAS JES derivation is a multiple-step procedure which attempts to 
correct the calorimeter jet energy measured in the detector to the jet energy  
at the particle level, using both MC-based and in situ techniques

● Calibrate in pT, E and η

● MC12a was used: “non-closure” component from difference compared to MC12c 
and AF2 (with MC12c derivation coming soon)

Lots of new techniques in 2012!

● Origin correction now included

● R-scan residual offset corrections

● Global sequential calibration becomes default

● Punch-through correction based on muon                                                     
segments behind the jet

EM or
LCW jet

MC-
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Pileup corr.
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(b) LCW-scale

Figure 3: Average energy of jets formed from topo-clusters calibrated at EM (a) or LCW scale (b) with
respect to the truth jet energy (EEM/LCW

jet /Etruth
jet ) as a function of the jet pseudorapidity before applying the

correction for the event vertex shown separately for various jet energies. Also indicated are the di↵erent
calorimeter regions. The inverse of the response shown in each bin is equal to the average jet energy
scale correction. This result is based on Pythia inclusive jet samples.

jets) or energy deposits in the calorimeter (calorimeter jets). A schematic overview of the ATLAS jet
reconstruction is presented in Figure 1.

The calorimeter jets used in this note are reconstructed from topological calorimeter clusters (topo-
clusters) [4, 45, 46] with a positive energy. The topo-clusters are built from topologically connected
calorimeter cells that contain a significant signal above noise. To account for the increased contribu-
tion from overlaid minimum bias events (pile-up) fluctuations, the cell noise thresholds have been in-
creased [47]. The contribution from electronic noise is added in quadrature with the contribution from
pile-up fluctuations corresponding to an average of eight additional proton-proton interactions per bunch
crossing (µ = 8).

The topo-clusters are reconstructed at the EM scale [45, 48–55], which correctly measures the en-
ergy deposited by particles produced in electromagnetic showers in the calorimeter. The clusters can
thereafter be calibrated using the local cluster weighting (LCW) method that aims at an improved resolu-
tion compared to the EM scale, reducing fluctuations due to the non-compensating nature of the ATLAS
calorimeter. LCW first classifies topo-clusters as either electromagnetic or hadronic, primarily based on
the measured energy density and the longitudinal shower depth. Energy corrections are derived according
to this classification from single charged and neutral pion Monte Carlo simulations. Dedicated correc-
tions are derived for the e↵ects of calorimeter non-compensation, signal losses due to noise threshold
e↵ects, and energy lost in non-instrumented regions [4].

Figure 2 presents an overview of the ATLAS calorimeter jet calibration scheme used for the 2011
dataset, which restores the jet energy scale to that of jets reconstructed from stable simulated particles
(truth particle level). This procedure consist of four steps as described below.

1. Jets formed from topo-clusters at the EM or LCW scale are first calibrated by applying a correction
to account for the energy o↵set caused by pile-up interactions. The e↵ects of pile-up on the jet
energy scale are caused by both additional proton collisions in a recorded event (in-time pile-up)
and by past and future collisions influencing the energy deposited in the current bunch-crossing
(out-of-time pile-up), and are outlined in Section 10.4. This correction [47] is derived from Monte
Carlo simulations as a function of the number of reconstructed primary vertices (NPV, measuring

4

ATLAS-CONF-2013-004

ATLAS approved results

https://cds.cern.ch/record/1509552
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/JetEtmissApproved2013JESUncertainty
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ATLAS: MET configurations
• MET reconstruction


- add up all the calibrated physics objects, then see 
what's missing:

‣  

!

• Soft Term

- tracks that match topo-clusters unassociated to 

reconstructed physics objects

‣ tracks have better momentum resolution at low pT


- dominates systematic uncertainty in low pT region

Jet and Missing Transverse Momentum Performance in ATLAS Silvia Resconi

such objects are taken into account in the Emiss
T Soft Term, as shown in Equation 5.1. To avoid

energy double counting among the various Emiss
T terms the constituent topo-clusters of the recon-

structed physics objects are vetoed.

Emiss
x(y) = Emiss,e

x(y) +Emiss,g
x(y) +Emiss,t

x(y) +Emiss,jets
x(y) +Emiss,SoftTerm

x(y) +Emiss,µ
x(y) , (5.1)

In Equation 5.1 electrons are calibrated with the standard ATLAS electron calibration, photons
are calibrated at the electromagnetic scale (EM), The t-jets are calibrated with the LCW calibration,
an offset is subtracted to suppress the pile-up effects, and the tau energy scale (TES) correction is
applied. The jets are reconstructed with the anti-kt algorithm with distance parameter R = 0.4.
Each jet is corrected for pile-up as explained in section 4.1 and is subsequently calibrated with the
LCW+JES scheme. Fig. 5 le f t, [9], shows the distribution of Emiss

T , as measured in a data sample of
Z ! µµ candidates corresponding to an integrated luminosity of about 20 fb�1. The Monte Carlo
simulation from Z ! µµ events and from the dominant backgrounds, are superimposed. Each
MC sample is weighted with its corresponding cross-section and then the total MC expectation is
normalized to the number of events in data. A good agreement between data and MC simulation is
observed in the Emiss

T distribution. The tails in the Emiss
T distribution in Z ! µµ data are compatible

with either signal candidates or with backgrounds, including tt, and WW and WZ di-boson events,
all involving real Emiss

T , demonstrating that the instrumental effects are well described.
An estimation of the total fractional uncertainty on Emiss

T in W ! e n MC events at a center
of mass energy of 7 TeV is shown in Fig. 5 right, [9]. Also the fractional systematic uncertainty of
the different terms on Emiss

T uncertainty as a function of total transverse energy is shown. The total
fractional uncertainty depends on event topology and in W ! e n can be estimated on average of
3 %, increasing with the total transverse energy ÂET.
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Figure 5: (left) Distribution of missing Emiss
T , as measured in a data sample of Z ! µµ candidates. The

expectation from Monte Carlo simulation is superimposed and normalized to data, after each MC sample is
weighted with its corresponding cross-section. The lower part of the figure shows the ratio between data and
MC distributions. (right) Fractional systematic uncertainty on contributions of different term uncertainties
on Emiss

T uncertainty as a function of total transverse energy in MC W ! e n events. The overall fractional
systematic uncertainty on the Emiss

T scale, obtained combining the contributions from various terms, is also
shown.
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such objects are taken into account in the Emiss
T Soft Term, as shown in Equation 5.1. To avoid

energy double counting among the various Emiss
T terms the constituent topo-clusters of the recon-

structed physics objects are vetoed.

Emiss
x(y) = Emiss,e

x(y) +Emiss,g
x(y) +Emiss,t

x(y) +Emiss,jets
x(y) +Emiss,SoftTerm

x(y) +Emiss,µ
x(y) , (5.1)

In Equation 5.1 electrons are calibrated with the standard ATLAS electron calibration, photons
are calibrated at the electromagnetic scale (EM), The t-jets are calibrated with the LCW calibration,
an offset is subtracted to suppress the pile-up effects, and the tau energy scale (TES) correction is
applied. The jets are reconstructed with the anti-kt algorithm with distance parameter R = 0.4.
Each jet is corrected for pile-up as explained in section 4.1 and is subsequently calibrated with the
LCW+JES scheme. Fig. 5 le f t, [9], shows the distribution of Emiss

T , as measured in a data sample of
Z ! µµ candidates corresponding to an integrated luminosity of about 20 fb�1. The Monte Carlo
simulation from Z ! µµ events and from the dominant backgrounds, are superimposed. Each
MC sample is weighted with its corresponding cross-section and then the total MC expectation is
normalized to the number of events in data. A good agreement between data and MC simulation is
observed in the Emiss

T distribution. The tails in the Emiss
T distribution in Z ! µµ data are compatible

with either signal candidates or with backgrounds, including tt, and WW and WZ di-boson events,
all involving real Emiss

T , demonstrating that the instrumental effects are well described.
An estimation of the total fractional uncertainty on Emiss

T in W ! e n MC events at a center
of mass energy of 7 TeV is shown in Fig. 5 right, [9]. Also the fractional systematic uncertainty of
the different terms on Emiss

T uncertainty as a function of total transverse energy is shown. The total
fractional uncertainty depends on event topology and in W ! e n can be estimated on average of
3 %, increasing with the total transverse energy ÂET.
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Figure 5: (left) Distribution of missing Emiss
T , as measured in a data sample of Z ! µµ candidates. The

expectation from Monte Carlo simulation is superimposed and normalized to data, after each MC sample is
weighted with its corresponding cross-section. The lower part of the figure shows the ratio between data and
MC distributions. (right) Fractional systematic uncertainty on contributions of different term uncertainties
on Emiss

T uncertainty as a function of total transverse energy in MC W ! e n events. The overall fractional
systematic uncertainty on the Emiss

T scale, obtained combining the contributions from various terms, is also
shown.
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such objects are taken into account in the Emiss
T Soft Term, as shown in Equation 5.1. To avoid

energy double counting among the various Emiss
T terms the constituent topo-clusters of the recon-

structed physics objects are vetoed.
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x(y) +Emiss,jets
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x(y) , (5.1)

In Equation 5.1 electrons are calibrated with the standard ATLAS electron calibration, photons
are calibrated at the electromagnetic scale (EM), The t-jets are calibrated with the LCW calibration,
an offset is subtracted to suppress the pile-up effects, and the tau energy scale (TES) correction is
applied. The jets are reconstructed with the anti-kt algorithm with distance parameter R = 0.4.
Each jet is corrected for pile-up as explained in section 4.1 and is subsequently calibrated with the
LCW+JES scheme. Fig. 5 le f t, [9], shows the distribution of Emiss

T , as measured in a data sample of
Z ! µµ candidates corresponding to an integrated luminosity of about 20 fb�1. The Monte Carlo
simulation from Z ! µµ events and from the dominant backgrounds, are superimposed. Each
MC sample is weighted with its corresponding cross-section and then the total MC expectation is
normalized to the number of events in data. A good agreement between data and MC simulation is
observed in the Emiss

T distribution. The tails in the Emiss
T distribution in Z ! µµ data are compatible

with either signal candidates or with backgrounds, including tt, and WW and WZ di-boson events,
all involving real Emiss

T , demonstrating that the instrumental effects are well described.
An estimation of the total fractional uncertainty on Emiss

T in W ! e n MC events at a center
of mass energy of 7 TeV is shown in Fig. 5 right, [9]. Also the fractional systematic uncertainty of
the different terms on Emiss

T uncertainty as a function of total transverse energy is shown. The total
fractional uncertainty depends on event topology and in W ! e n can be estimated on average of
3 %, increasing with the total transverse energy ÂET.
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Figure 5: (left) Distribution of missing Emiss
T , as measured in a data sample of Z ! µµ candidates. The

expectation from Monte Carlo simulation is superimposed and normalized to data, after each MC sample is
weighted with its corresponding cross-section. The lower part of the figure shows the ratio between data and
MC distributions. (right) Fractional systematic uncertainty on contributions of different term uncertainties
on Emiss

T uncertainty as a function of total transverse energy in MC W ! e n events. The overall fractional
systematic uncertainty on the Emiss

T scale, obtained combining the contributions from various terms, is also
shown.
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7.2.2

P
E

T

distributions in Z ! `` events

The distributions of
P

ET for data are shown in Figure 6 for Z ! µµ events. Some data-MC disagree-
ment is observed in the

P
ET distribution at values below ⇠ 200 GeV and especially above ⇠ 600 GeV

before pile-up suppression, while the disagreement is larger after pile-up suppression, which has a large
effect on the

P
ET. The distributions of

P
Ejets

T and of
P

ESoftTerm
T are shown in Figure 7 and 8, respec-

tively. The discrepancy in the
P

ET distribution is mainly due to the discrepancy in the
P

Ejets
T because

of the mis-modeling of the number of jets in the POWHEG+PYTHIA8 MC simulation of the hard pro-
cess, while there is a better agreement in the

P
ESoftTerm

T distribution. The discrepancy observed in
the
P

ET distribution becomes more evident after pile-up suppression because of the strong pile-up
suppression applied to the soft term.

0 200 400 600 800 1000 1200 1400 1600 1800

E
ve

n
ts

 /
 4

0
 G

e
V

1

10

210

3
10

410

5
10

6
10

710

Data 2012
µµ →MC Z 

MC ttbar
MC WZ
MC ZZ
MC WW

-1
Ldt=20 fb∫
= 8 TeVs

ATLAS Preliminary

 [GeV]T EΣ
0 200 400 600 800 1000 1200 1400 1600 1800

D
a
ta

 /
 M

C

0.6
0.8

1
1.2
1.4
1.6

(a) before pile-up suppression

0 200 400 600 800 1000 1200 1400 1600 1800

E
ve

n
ts

 /
 4

0
 G

e
V

1

10

210

3
10

410

5
10

6
10

Data 2012
µµ →MC Z 

MC ttbar
MC WZ
MC ZZ
MC WW

-1
Ldt=20 fb∫
= 8 TeVs

ATLAS Preliminary

 pile-up suppression STVF [GeV]T EΣ
0 200 400 600 800 1000 1200 1400 1600 1800

D
a
ta

 /
 M

C

0.6
0.8

1
1.2
1.4
1.6

(b) after pile-up suppression with STVF

0 200 400 600 800 1000 1200 1400 1600 1800

E
ve

n
ts

 /
 4

0
 G

e
V

1

10

210

3
10

410

5
10

6
10

Data 2012
µµ →MC Z 

MC ttbar
MC WZ
MC ZZ
MC WW

-1
Ldt=20 fb∫
= 8 TeVs

ATLAS Preliminary

 pile-up suppression Extrapolated Jet Area Filtered [GeV]T EΣ
0 200 400 600 800 1000 1200 1400 1600 1800

D
a
ta

 /
 M

C

0.6
0.8

1
1.2
1.4
1.6

(c) pile-up suppression Extrapolated Jet Area Filtered

0 200 400 600 800 1000 1200 1400 1600 1800

E
ve

n
ts

 /
 4

0
 G

e
V

1

10

210

3
10

410

5
10

6
10

Data 2012
µµ →MC Z 

MC ttbar
MC WZ
MC ZZ
MC WW

-1
Ldt=20 fb∫
= 8 TeVs

ATLAS Preliminary

 pile-up suppression Jet Area Filtered [GeV]T EΣ
0 200 400 600 800 1000 1200 1400 1600 1800

D
a
ta

 /
 M

C

0.6
0.8

1
1.2
1.4
1.6

(d) pile-up suppression Jet Area Filtered

Figure 6: Distribution of
P

ET as measured in a data sample of Z ! µµ events before pile-up suppres-
sion (a), after pile-up suppression with the STVF (b), with the Extrapolated Jet Area Filtered (c) and with
the Jet Area Filtered (d) methods. The expectation from Monte Carlo simulation is superimposed and
normalized to data, after each MC sample is weighted with its corresponding cross-section. The lower
parts of the figures show the ratio of data over MC.

It is interesting to notice that using the ALPGEN MC event generator the data-MC agreement for theP
ET distribution improves, as shown in Figure 9, which is to be compared with Figure 6. This can be
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Figure 12: Distributions of the ratio Emiss
T /
p
⌃ET in Z ! µµ data before (a) and after pile-up suppression

with STVF (b), Extrapolated Jet Area Filtered (c) and Jet Area Filtered (d) pile-up suppression methods.
The expectation from Monte Carlo simulation is superimposed and normalized to data, after each MC
sample is weighted with its corresponding cross-section. The lower parts of the figures show the ratio of
data over MC.
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ATLAS: Pileup corrections

• Subtract pileup contributions

- based on median event density and jet area


‣  

!

- mean and width of ρ increases with μ

- similar JES residuals independent of jet size


• Jet Area based pileup subtraction 

- improves energy response of the calorimeter,

- jet energy resolution, and

- substructure performance at high μ

- also used for pileup correction in MET

!

• Soft Term Vertex Fraction (STVF) for MET

- the fraction of momenta of tracks matched to the MET Soft 

Term which are associated with the hard scattering vertex
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Figure 3: The event pT density, ⇢, distribution for an average number of interactions 20 < hµi < 21,
drawn for four di↵erent values of NPV.
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Figure 4: (a) Calorimeter topo-cluster distribution (red points) overlaid with calorimeter granularity (blue
lines) [30]. (b) The median pT density, ⇢, evaluated as a function of ⌘ using a sliding ⌘ interval of width
�⌘ = 0.7 in the range |⌘| < 4.9.

The cause of the low (pile-up) occupancy in the forward region is two-fold. The first and physically
motivated reason is that the cross-section as a function of pseudorapidity of particles of a given pT pro-
duced in inelastic collisions is falling at higher values of ⌘. The second and dominant reason is, as is
clear from Fig. 4(a), the coarser calorimeter granularity at higher ⌘, coupled with the noise suppression
inherent in topological clustering. Since clusters are seeded on significance relative to (electronic and
pile-up) noise rather than an absolute threshold, having a larger number of cells (finer granularity) in-
creases the probability that one cell will fluctuate up to a significant value due to (electronic or pile-up)
noise. With the coarser granularity in the forward region, which notably sets in around |⌘| = 2.5, this
probability becomes smaller, and clusters will predominantly be seeded only by the hard scatter signal.

Figure 4(b) shows that as hµi increases, so does h⇢i in the central region of the calorimeters, while
it stays close to 0 at larger |⌘|. A calculation of ⇢ in the central region thus gives a more meaningful

10

topological clustering, only pile-up signal above a certain threshold can form separate clusters. Low
energy pile-up deposits can thus only contribute signal if they overlap with other deposits which survive
noise suppression. The probability of overlap is dependent on the transverse size of EM and hadronic
showers in the calorimeter, relative to the size of the calorimeter cells. In the central regions of the
calorimeter, due to fine granularity, pile-up mainly contributes extra clusters. This is the region where ⇢
is calculated.

As discussed in Sec. 2, the bipolar shaping of the liquid argon calorimeter pulses can result in
negative-energy signals associated with out-of-time pile-up activity. If isolated from in-time signals,
they may form negative clusters, which are excluded from jet reconstruction and the calculation of ⇢.
However, overlap between positive jet signal and out-of-time activity will result in a negative modulation
of the jet energy. This could be seen as a negative dependence in the jet pT on out-of-time pile-up. Such
overlap is more probable at higher ⌘, due to coarser granularity relative to the transverse shower size. In
addition, the length of the bipolar pulse is shorter in the forward calorimeters, resulting in a negative tail
of larger amplitude. As a result, forward jets have enhanced sensitivity to out-of-time pile-up.

Since the ⇢ calculation is dominated by low-occupancy regions in the calorimeter, the sensitivity
of ⇢ to pile-up does not fully describe the pile-up sensitivity of the high-occupancy region at the core
of a high-pT jet. Furthermore, the e↵ects of pile-up in the forward region are not well described by
the median pT density as obtained from positive clusters in the central region. A residual correction is
therefore necessary to obtain an average jet response that is insensitive to pile-up across the full ⌘ range.
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Figure 6: Dependence of the reconstructed jet pT (anti-kt, R = 0.4, LCW scale) on in-time pile-up (a)
and out-of-time pile-up (b), at various correction stages: before any correction, after ⇢ · A subtraction,
and after the residual correction. The dependence is shown in bins of jet |⌘| and fit using the same
functional form as in the residual correction itself. The error bands show the 68% confidence intervals
of the fits. The dependence was obtained by comparison to truth particle jets in simulated dijet events,
and corresponds to a truth-jet pT of 25 GeV.

Figure 6 shows the dependence of anti-kt R = 0.4 LCW jets on (a) NPV for fixed hµi and (b) hµi for
fixed NPV, probing separately the e↵ects of in-time and out-of-time pile-up, respectively. The subtraction
of ⇢ · A removes most of the sensitivity to in-time pile-up, though some residual dependence on NPV
remains. Fig. 6(b) shows that ⇢ · A subtraction has very little e↵ect on the sensitivity to out-of-time pile-
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(d) Emiss
T , W!e⌫

Figure 10: Comparison of the average soft term h⌃ESoftTerm
T i and hEmiss,SoftTerm

T i as a function of NPV
before and after pile-up correction. h⌃ESoftTerm

T i is shown in (a) and (b) for the inclusive Z ! µµ and
W!e⌫ samples, respectively. hEmiss,SoftTerm

T i is shown in (c) and (d) for the same respective samples.

selection dependence of the pile-up correction requires further investigation.

4.4.2 Emiss
T

resolution for inclusive Z/W final states

The Emiss
T resolution for the inclusive Z ! µµ sample is determined both in data and MC simulations

in the same way as for the corresponding exclusive sample. The derivation of the Emiss
T resolution for

the W! e⌫ sample uses MC simulations. For both samples the principal determination uses the same
strategy, as outlined in Section 4.1.

The NPV dependence of the Emiss
T resolution for these two samples is shown in Figure 11(a) for Z!µµ

in data, and in Figure 11(b) for W! e⌫ in MC simulations. The figures indicate that the e↵ectiveness
of the pile-up correction methods using the extrapolation of the transverse momentum density into the
forward region drops for NPV > 15, approximately. This is due to the limitations in the fitting of the
extrapolation function already discussed in Section 4.3.2.

4.5 E↵ects of the soft-term pile-up corrections on the Emiss
T scale

The Emiss
T scale is given by the residual pT imbalance between all objects contributing to the Emiss

T signal
in final states without genuine missing transverse momentum. To evaluate the Emiss

T scale in events with
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ATLAS: Tau

• BDT to discriminate

- τ vs. jets

- τ vs. electrons 

- in addition cut-based μ-veto


• In winter 2013

- added pi0 reconstruction within tau candidates

‣ significant improvement in jet rejection in tau ID
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ATLAS-CONF-2013-064

Tau identification 
•  BDT to discriminate: 

–  τ vs. jets 
–  τ vs. electrons 
–  in addition cut-based µ-veto 

•  Combining 
calorimetric and 
tracking information. 

•  Latest version 
improved rejection 
estimating π0 
component of the 
decay. 

Sibiu, 17 June 2014! A. Andreazza, Tau CP report! 4 
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Comparison: Jets

• JES systematic uncertainties 

- CMS : PF jet 
‣ pT-independent absolute scale 

‣ Larger pileup uncertainty in low pT region

‣MC JES uncertainty @ 100 GeV extrapolated to high pT region


- ATLAS : Calo jet 
‣Uncertainty in the in-situ measurements directly propagated


- purely data-based, larger uncertainty in high pT ~ 2 TeV due to limit of the multi-jet method
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Comparison: MET
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5 10 15 20 25 30 35

) [
G

eV
] 

||
(u

σ

5

10

15

20

25
 dataTEMVA PF 
 simulationTEMVA PF 

 dataTENo-PU PF 
 simulationTENo-PU PF 

 dataTEPF 
 simulationTEPF 

CMS Preliminary 2012

 = 8 TeVs at -112.2 fb

number of vertices
5 10 15 20 25 30 35D

at
a/

M
C

0.9
1

1.1

) [
G

eV
]

(u
σ

5

10

15

20

25  = 8 TeVs  at   -1 12.2 fb

CMS preliminary 2012

 dataTEMVA PF 
 simulationTEMVA PF 

 dataTENo-PU PF 
 simulationTENo-PU PF 

 dataTEPF 
 simulationTEPF 

number of vertices
0 5 10 15 20 25 30 35D

at
a/

M
C

0.8
1

1.2

5 10 15 20 25 30 35
  )

 [G
eV

] 
(u

σ

5

10

15

20

25
 dataTEMVA PF 
 simulationTEMVA PF 

 dataTENo-PU PF 
 simulationTENo-PU PF 

 dataTEPF 
 simulationTEPF 

CMS Preliminary 2012

 = 8 TeVs at -112.2 fb

number of vertices
5 10 15 20 25 30 35D

at
a/

M
C

0.9
1

1.1

  )
 [G

eV
]

(u
σ

5

10

15

20

25  = 8 TeVs  at   -1 12.2 fb

CMS preliminary 2012

 dataTEMVA PF 
 simulationTEMVA PF 

 dataTENo-PU PF 
 simulationTENo-PU PF 

 dataTEPF 
 simulationTEPF 

number of vertices
0 5 10 15 20 25 30 35D

at
a/

M
C

0.8
1

1.2

Figure 19: Parallel (top) and perpendicular (bottom) resolution as a function of the number
of reconstructed vertices for PF~E/T, No-PU PF~E/T, and MVA PF~E/T in Z ! µ+µ� (left) and
Z ! e+e� (right) events.

• MET resolution in Z→µµ events

- CMS : MVA PF MET 
‣ longitudinal / perpendicular component to Z 

momentum direction

‣ improved from PF MET


- ATLAS : physics object based MET 
‣ in x/y-axis

‣ resolution improved in the STVF pileup correction

Jet and Missing Transverse Momentum Performance in ATLAS Silvia Resconi

5.1 Emiss

T pile-up correction

Emiss
T is highly affected by pile-up due to its largest acceptance in terms of coverage area of

any given reconstructed quantity. In particular pile-up has a dramatic effect on the Emiss
T resolution

and the most affected terms are Emiss
T Soft Term and Emiss

T Jet Term to which the pile-up correction
explained in section 4.1 is applied. Two methods have been developed to suppress pile-up in the
Emiss

T Soft Term:

• The first method is based on tracks and the pile-up suppression can be achieved by scaling
the Emiss

T Soft Term with the soft term vertex fraction (STVF) i.e. the fraction of momenta of
tracks matched to the Emiss

T Soft Term which are associated with the hard scattering vertex.
This quantity is calculated in a similar way as JVF and provides a reliable estimate of pile-
up conditions even if it has some known limitations because it is calculated in a limited
|h | coverage (ATLAS Inner Detector fiducial region is |h | < 2.5) and it does not take into
account neutral contributions. Despite those limitations this technique permits to restore
the Emiss

T resolution closer to that observed in absence of pile-up as shown in Fig. 6, [9],
where the Emiss

x(y) resolution in Z ! µµ events is shown before and after the STVF pile-up
suppression as a function of the vertex multiplicity NPV (le f t) and of the total transverse
energy ÂET in the event (right).
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• The second method is based on the jet area [5] as the correction used for jets described in sec-
tion 4.1 but more challenging when applied to the Emiss

T Soft Term. The procedure consists in
the reconstruction of kt jets down to pT = 0 with distance parameter R = 0.4 from topo-cluster
and tracks entering in the Emiss

T Soft Term calculation. The event transverse momentum den-
sity r is used to determine the contribution due to pile-up which is subtracted from each kt

jet: pjetcorr
T = pjet

T �r ⇥ Ajet. A filter is applied so that the pjetcorr
T = 0 if p jet

T < r ⇥ Ajet. This
method permits to improve the Emiss

T resolution even if some residual dependence on NPV is
still present. This method can be combined with a track-based filter (JVF) to be applied to
the kt jets, similar to the one used for jets.

7
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Summary

• Performances and comparisons between ATLAS and CMS in the LHC-Run 1 
on measurements of “hadronic” physics objects

- Jet energy calibration and its uncertainties

- ETMiss reconstruction methods and pileup corrections

- Tau identification methods


!
✓ Both experiments have been exploiting the detector performances, 

even in different concepts, to the full !

!

• Toward Run 2

- Pile-up corrections essential in Jet/ETMiss/Tau analyses

‣Big challenge in the higher luminosity


- Many changes, new techniques expected

‣CMS moving to Anti-kt R=0.4 for jet reconstruction


- More direct comparison will be possible

‣ATLAS using tracks more for pile-up corrections / suppressions


- Particle Flow, vertex tagging for jets, track-based MET, etc.

19



Backup



T. Sakuma, T. SumidaPhysics at LHC and beyond, 11 Aug 2014 Run 1 legacy performance: Jets/ETMiss/tau

References: ATLAS

• CONF NOTES

- https://atlas.web.cern.ch/Atlas/GROUPS/

PHYSICS/CONFNOTES/

!

• Jet

- Jet Pull


‣ http://cds.cern.ch/record/1741708

- Tagging and suppression of pileup jets 

with the ATLAS detector

‣ http://cds.cern.ch/record/1700870


- Jet Shape

‣ http://cds.cern.ch/record/1572979


- JES systematics

‣ http://cds.cern.ch/record/1509552

‣ http://arxiv.org/abs/arXiv:1406.0076


- Pileup suppression for jets

‣ https://cds.cern.ch/record/1570994


!
- Jet energy resolution


‣ https://cds.cern.ch/record/1281311

- b-jet, track jet


‣ http://cds.cern.ch/record/1504739

- Underlying Event


‣ http://cds.cern.ch/record/1497185

• MET


- MET systematics

‣ http://cds.cern.ch/record/1570993


- pileup in MET

‣ http://cds.cern.ch/record/1702055


• Tau

- Tau ID hadronic


‣ https://cds.cern.ch/record/1562839

- TES


‣ https://cds.cern.ch/record/1544036
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References: CMS

• Jets

- “8 TeV Jet Energy Corrections and Uncertainties based on 19.8 fb-1 of data in CMS”, CMS-DP-2013-033, 

CDS:1627305

- “Determination of Jet Energy Calibration and Transverse Momentum Resolution in CMS”, 2011 JINST 6 

P11002, DOI:10.1088/1748-0221/6/11/P11002

- “Boosted Top Jet Tagging at CMS”, CMS-PAS-JME-13-007, CDS:1647419

- “Performance of quark/gluon discrimination using pp collision data at 8 TeV”, CMS-PAS-JME-13-002, CDS:

1599732

- “Identifying Hadronically Decaying W Bosons Merged into a Single Jet”, CMS-PAS-JME-13-006, CDS:

1577417

- “Pileup Jet Identification”, CMS-PAS-JME-13-005, CDS:1581583


• MET

- “Performance of Missing Transverse Momentum Reconstruction Algorithms in Proton-Proton Collisions at 8 

TeV with the CMS Detector”, CMS-PAS-JME-12-002, CDS:1543527

- “Missing transverse energy performance of the CMS detector”, 2011 JINST 6 P09001,  doi:

10.1088/1748-0221/6/09/P09001

• Taus


- “Tau ID Performance Plots”, CMS-DP-2014-015, CDS:1704439

- “Performance of tau-lepton reconstruction and identification in CMS”, 2012 JINST 7 P01001, DOI:

10.1088/1748-0221/7/01/P01001
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What are jets ?
• Collimated bunches of stable hadrons


- originating from partons (quarks & gluons)  
after fragmentation/hadronization


!
• Difficulties in the jet measurement


- Prediction by theory

‣ parton distribution


- quark/gluon

‣ hadronization


- Jet Finding

‣ approximate attempts to reverse-

engineer the quantum mechanical 
processes of hadronization


- Calorimeter response

‣ in the EM scale

‣ to hadrons

23

Philipp Schieferdecker (KIT)

What are Jets?

• Collimated bunches of stable hadrons, 
originating from partons (quarks & 
gluons) after fragmentation and 
hadronization

• Jet Finding is the approximate 
attempt to reverse-engineer the 
quantum mechanical processes of 
fragmentation and hadronization
! not a unique procedure ->

several different approaches

• Jets are the observable objects to 
relate experimental observations to 
theory predictions formulated in 
terms of quarks and gluons

Vivian’s Meeting

April 17th 2009 2/14



T. Sakuma, T. SumidaPhysics at LHC and beyond, 11 Aug 2014 Run 1 legacy performance: Jets/ETMiss/tau

ATLAS calorimeter

• LAr, TileCal

24
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Figure 5.4: Sketch of a barrel module where the different layers are clearly visible with the ganging
of electrodes in f . The granularity in h and f of the cells of each of the three layers and of the
trigger towers is also shown.

5.2.2 Barrel geometry

The barrel electromagnetic calorimeter [107] is made of two half-barrels, centred around the z-
axis. One half-barrel covers the region with z > 0 (0 < h < 1.475) and the other one the region
with z < 0 (�1.475 < h < 0). The length of each half-barrel is 3.2 m, their inner and outer
diameters are 2.8 m and 4 m respectively, and each half-barrel weighs 57 tonnes. As mentioned
above, the barrel calorimeter is complemented with a liquid-argon presampler detector, placed in
front of its inner surface, over the full h-range.

A half-barrel is made of 1024 accordion-shaped absorbers, interleaved with readout elec-
trodes. The electrodes are positioned in the middle of the gap by honeycomb spacers. The size
of the drift gap on each side of the electrode is 2.1 mm, which corresponds to a total drift time
of about 450 ns for an operating voltage of 2000 V. Once assembled, a half-barrel presents no

– 114 –

2008 JINST 3 S08003

500 1000 1500 mm0

A3 A4 A5 A6 A7 A8 A9 A10A1 A2

BC1 BC2 BC3 BC5 BC6 BC7 BC8BC4

D0 D1 D2 D3

A13 A14 A15 A16

B9
B12 B14 B15

D5 D6
D4

C10

0,7 1,0 1,1

1,3

1,4

1,5

1,6

B11 B13

A12

E4

E3

E2

E1

beam axis

0,1 0,2 0,3 0,4 0,5 0,6 0,8 0,9 1,2

2280 mm

3865 mm
=0,0η

~~

Figure 5.12: Segmentation in depth and h of the tile-calorimeter modules in the central (left)
and extended (right) barrels. The bottom of the picture corresponds to the inner radius of the tile
calorimeter. The tile calorimeter is symmetric about the interaction point at the origin.

Figure 5.13: Glued fibre bundle in girder insertion tube (left) and fibre routing (right) for tile-
calorimeter module.

shown in figure 5.13. These tubes are then fixed into the girder plastic rings mentioned above, to
obtain a precise match to the position of the photomultipliers. The tubes and fibres are then cut
and polished inside the girder to give the optical interface to the PMT. This interface requires that
these fibres be physically present at the time of module instrumentation. However, the gap and
crack scintillators described in section 5.5 are mounted only following calorimeter assembly in the
cavern. An optical connector is used, therefore, to couple the light from their readout fibres to the
already glued and polished optical fibres which penetrate the girder.

Quality-control checks have been made at several moments during the instrumentation pro-
cess: during fibre bundling and routing, during fibre gluing, cutting and polishing, during tile-fibre
optical coupling when the tile was excited by either a blue LED or a 137Cs g-source. Tile-fibre pairs
with a response below 75% of the average response of the tile row for the cell under consideration
were repaired in most cases (typically by re-insertion of the plastic channel to improve tile-fibre

– 125 –
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ATLAS: Event Display

• Di-jet event in 2010 with the highest invariant mass
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ATLAS: Further pile-up mitigation

• Can exploit tracking/vtx information in order to reject pileup

• Jet vertex fraction (JVF) broadly used in Run1,  but can lead to hard-

scatter jet efficiency loss increasing with pileup

• Jet vertex tagger (JVT) developed in order to have a flat efficiency vs NPV

• Much more discussed at pileup mitigation workshop (May 16-18)    


- https://indico.cern.ch/event/306155/

26

4.2 Performance of the JVT-based pileup jet rejection

Figure 6(a) shows the fake rate versus e�ciency curves comparing the performance of the four variables
JVF6 , corrJVF, RpT, and JVT when selecting a sample of jets with 20 < pT < 50 GeV, |⌘| < 2.4 in
simulated dijet events. The figure shows the fraction of pileup jets passing a minimal JVF, corrJVF,
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Figure 6: (a) Fake rate from pileup jets versus hard-scatter jet e�ciency curves for JVF, corrJVF, RpT,
and JVT. The widely used JVF working points with cut values 0.25 and 0.5 are indicated with red and
blue stars. (b) NVtx dependence of the pileup jet fake rate when imposing cuts on JVT (blue) and JVF
(violet) such that the inclusive hard-scatter jet e�ciency is 90%.

RpT or JVT requirement as a function of the signal jet e�ciency resulting from the same requirement.
The JVT performance is driven by corrJVF (RpT) in the region of high signal jet e�ciency (high pileup
rejection). Using JVT, signal jet e�ciencies of 80%, 90% and 95% are achieved for pileup fake rates of
respectively 0.4%, 1.0% and 3%. When imposing cuts on JVF that result in the same jet e�ciencies, the
pileup fake rates are 1.3%, 2.2% and 4%.

Figure 6(b) shows the pileup jet fake rate as a function of the number of reconstructed primary
vertices in the event when imposing a minimal JVT and JVF requirement such that the NVtx inclusive
e�ciency is 90%. While for JVT the fake rate is stable, a decreasing trend with NVtx is observed for
JVF, due to the pileup dependent denominator in the JVF definition (see Eqn. (1)).

The dependence of the hard-scatter jet e�ciencies on NVtx is shown in Figure 7(a), when imposing
the same JVF and JVT cuts as in Figure 6(b). In Figure 7(b) looser cut values are used, resulting in
NVtx inclusive hard-scatter jet e�ciencies of 95%. For the full range of NVtx considered, the hard-scatter
jet e�ciencies after a selection based on JVT are stable within 1%. Figure 8 is similar to Figure 7 but
instead shows the hard-scatter jet e�ciencies as a function of the average number of interactions per
bunch crossing µ.

6The JVF definition used here is the one of Ref. [2] (i.e. based on a di↵erent track-to-vertex association), to allow for a
direct comparison of the performance of the pileup jet suppression between this note and Ref. [2].

8

to unit area. About 4% of subjets that have no associated tracks (corrJVF = �1) are omitted. Ungroomed
jets are selected that have a pT of at least 300 GeV, |⌘| < 1.5, and are matched in �R to the truth Z. The
corrJVF of the subjets is calculated from the associated hard-scatter and pileup tracks. Most subjets with
significant pT ratio also have large corrJVF, indicating that most of their charged pT comes from the
hard-scatter vertex. A large fraction of subjets with a low pT ratio < 5% (log10[psub

T /p
ungroomed
T ] < �1.3)

and a few subjets with a significant pT ratio, however, have small corrJVF values. Most such subjets
are consistent with pileup and should be excluded in a track-based jet grooming procedure. Similarly,
subjets with small pT ratio and large corrJVF that would be removed by calorimeter-based trimming,
should be kept by the track-based trimming algorithm.
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Figure 22: Distribution of the mass of the jet matched to the truth Z boson for di↵erent trimming con-
figurations based on corrJVF and fcut. The blue shaded histogram shows the ungroomed jet mass. (a) In
the histograms with magenta, blue and green markers, the groomed jet mass is computed from subjets
that satisfy a corrJVF > 0.6 requirement, i.e. excluding subjets from pileup interactions. In the blue and
green histograms, the subjets are further required to have psubj

T /p
ungroomed
T ( fcut) of at least 4% and 10%

respectively. (b) Distribution of jet mass for calorimeter- and track-based trimming configurations and
jet cleansing. The histogram represented by magenta markers shows the trimmed jet mass, where the
mass is computed from the subjets that have a psubj

T /p
ungroomed
T of at least 5% ( fcut = 0.05). For the green

and black histograms, jet cleansing is used.

In Figure 22(a), the performance of track-based grooming is evaluated by comparing the distribution
of jet mass for di↵erent subjet corrJVF cuts and combinations of corrJVF and fcut. The same selection
criteria7 as in Figure 21 are used for all track-based grooming configurations. For the 2012 pileup
conditions with an average of about 21 pp interactions per bunch crossing, an fcut of 4% in addition
to the requirement of corrJVF > 0.6 is found to optimize the mass resolution of the groomed jet. A
grooming configuration based solely on corrJVF (with no fcut applied) is found to be suboptimal.

Figure 22(b) compares the performance of the track-assisted grooming procedure with a recently
proposed jet grooming technique called “jet cleansing” [34]. Standard calorimeter-based trimming with
fcut = 0.05 is also shown for reference. In JVF cleansing, the 4-momentum of each subjet is scaled by
the subjet JVF, aiming to approximate the momentum of the subjet arising from neutral and charged

7The event selection e�ciency is about 80% for the considered signal.
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https://indico.cern.ch/event/306155/

