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SDX1:: LEVEL 2 :: Rows 2 & 3

Summary on Sim@P1 Production Runs 1-3

Entering the Production Sim@P1 Run 3
Following the ATLAS Technical Run of August 2013
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NBytes Processed in GBs

NBytes Produced in GBs

- CERN-P1

"I 8.5TB/day = 0.8 Gbps
“r (max)

-/ CERN-P1
«| 3.8 TB/day = 0.4 Gbps
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