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Abstract

The first double diffractive cross-section measuremenhé@wvery forward region has been carried
out by the TOTEM experiment at the LHC with center-of-massrgy of /s = 7 TeV. By utilizing
the very forward TOTEM tracking detectors T1 and T2, whickeexd up to|n|=6.5, a clean sample
of double diffractive pp events was extracted. From thesmntsy we measured the cross-section
opp = (1164 25) ub for events where both diffractive systems have4|min<6.5.
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Diffractive scattering represents a unique tool for inigegting the dynamics of strong interactions and
proton structure. These events are dominated by soft pgesaghich cannot be calculated with pertur-
bative QCD. Various model calculations predict diffraetieross-sections that are markedly different at
the LHC energies [1, 2, 3].

Double diffraction (DD) is the process in which two collidgilnadrons dissociate into clusters of particles,
and the interaction is mediated by an object with the quantumbers of the vacuum. Experimentally,
DD events are typically associated with a rapidity gap tkaarge compared to random multiplicity
fluctuations. Rapidity gaps are exponentially suppreseeabn-diffractive (ND) events [4], however
when a detector is not able to detect particles with the erse momentump() of a few hundred MeV,
the identification of double diffractive events by meansagidity gaps becomes very challenging. The
excellentpr acceptance of the TOTEM detectors makes the experimentafialeofor the measurement.
Previous measurements of DD cross-section are descrit{éd6ip

The TOTEM experiment [7] is a dedicated experiment to stutfsadtion, total cross-section and elastic
scattering at the LHC. It has three subdetectors placed sfrimally on both sides of the interaction
point: Roman Pot detectors to identify leading protons afdamd T2 telescopes to detect charged
particles in the forward region. The most important detecfor this measurement are the T2 and T1
telescopes. T2 consists of Gas Electron Multipliers tha¢aecharged particles witpy >40 MeV/c

at pseudo-rapidities of 5:3n|<6.5 [8]. The T1 telescope consists of Cathode Strip Chamibeits
measure charged particles wiph >100 MeV/c at 3.k |n|<4.7.

In this novel measurement, the double diffractive crostise was determined in the forward region.
The method is as model-independent as possible. The DDsawené selected by vetoing T1 tracks and
requiring tracks in T2, hence selecting events that havedifftactive systems with 4.Z|n|in<6.5,
where nmin is the minimum pseudorapidy of all primary particles progdian the diffractive system.
Although these events are only about 3% of the tots, they provide a pure selection of DD events
and the measurement is an important step towards detegninihere is a rich resonance structure in
the low mass region [9]. To probe further, thgin range was divided into two sub-regions on each side,
providing four subcategories for the measurement.

The analysis is structured in three steps. In the first stepraw rate of double diffractive events is esti-
mated: the selected sample is corrected for trigger efogiguile-up and T1 multiplicity, and the amount

of background is determined. In the second step, the visiloigs-section is calculated by correcting the
raw rate for acceptance and efficiency to detect particlesthé last step, the visible cross-section is
corrected so that both diffractive systems have<4tj|in<6.5.

This measurement uses data collected in October 2041sa? TeV during a low pile-up run with

a special*=90 m optics. The data were collected with the T2 minimum bigger. The trigger
condition was that 3 out of 10 superpads in the samaep sector fired. A superpad consists of 3 radial
and 5 azimuthal neighbouring pads, and it is sufficient tim&t out of 15 pads registered a signal for a
superpad to be fired.

After the offline reconstruction [10], the DD events wereestdd by requiring tracks in both T2 arms
and no tracks in either of the T1 arms (2T2+0T1). T2 trackéajt >-fit probability smaller than 2% and
tracks falling in the overlap region of two T2 quarters, itrcks with 80<@<100° or 260 < <280,
were removed. The tracks in the overlap region were remoeeduse simulation does not model well
their response. In the paper, this full selection for visibloss-section is nameghk. The four subcate-
gories for the visible cross-section measurement wereetfiy the T2 track with minimurm | on each
side, |, qlmin @and [Ny g lmin. The subcategory Ddc includes the events with 531, [min<5.9,
D22ack the events with 59|05, [min<6.5, D12ck the events with 53|15, min<5.9 and

5.9<| Nyrackmin<6.5, and D23ack the events with 5.8,y |min<6.5 and 5.%| Ny gl min<5.9.
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Two additional samples were extracted for background egiom. A control sample for single diffractive
(SD) events has at least one track in either of the T2 arms atidoks in the opposite side T2 arm nor in
T1 (1T2+0T1). A control sample for ND events has tracks iraaths of T2 and T1 detectors (2T2+2T1).
Four additional exclusive data samples were defined fointgshe background model validity: tracks
in both arms of T2 and exactly in one arm of T1 (2T2+1T1), tsagk either of T2 arms and in both
T1 arms (1T2+2T1), tracks in T2 and T1 in one side of the irtBoa point (1T2+1T1 same side) and
tracks in T2 and T1 in the opposite side of the interactiomp@T2+1T1 opposite side). Each sample
corresponds to one signature type

The number of selected data events was corrected for trigifierency and pile-up. The trigger effi-
ciency correctiorg; was calculated from zero-bias triggered sample in the bimsimber of tracks. It is
described in detail in [11]. The pile-up correction was aédted using the formula:

i 1

pu _ 2Ppu 2ppu . ni
1 1+ppu+1+ppu p

where | is the signature typep,u=(1.5+0.4)% is the pile-up correction factor for inelastic evejits],
and p! is the correction for signature type changes due to pile-Tipe correctionp! was determined
by creating a MC study of pile-up. A pool of signature typeswaeaeated by weighting each type with
their probability in the data. Then a pair was randomly delécand their signatures were combined.
After repeating the selection and combination, the coiwactvas calculated ap/=NJ, inei/Nerigina -
N2, ined IS the number of selected combinations that have the comlisigmature of. The uncertainty

in p! was determined by taking the event type weights from Pythi23 and recalculatingp!. The

corrected number of data events were calculated with thedtaN! = ¢ chyN/aw.

The simulated T1 track multiplicity distribution predicdslower number of zero-track events than what
was observed in the data. The number of T1 tracks in the stronlavas corrected to match with the
data by randomly selecting 10% (2%) of one-(two-)track év@md changing them to zero-track events.

Three kinds of background were considered for the analy$i3; SD and central diffraction (CD). ND
and SD background estimation methods were developed tamazimithe model dependence, and the
values of estimates were calculated iteratively. Sinc&xddbackground is significantly smaller than the
ND and SD ones, its estimatBldp) was taken from simulation, using the acceptance @sk-1.3 mb
from Phojet [13].

The number of ND events in the ND dominated control sampl@+2T1, has been determined as:

2T24+2T1 _ \2T2+2T1 2T2+2T1 2T24-2T1 2T2+2T1
NND - Ndata B NDD - NSD B NCD ) (2)

whereNZ[? 2Tt andN]#2T were taken from MC for the first iteration. Pythia was usechesdefault

generator throughout the analysis. The raEHhD, of ND events expected in the samgleand in the
control sample, was calculated from MC as

Nj

i "“\NDMmC

Rnp = N2T2+2T1° 3)
ND,MC

The number of ND events within the signal sample was estithasge
NIiID _ le\ID .Cl .NIS'II'D2+2T1’ 4)

whereC! is the normalization factor deduced from the relative misindetween the data and the total
Pythia prediction in the signal sample:

j 2T242T1
C] _ Ndata NMC

ata , 5)
2T2+42T1 (
NIJ/IC NdataJr
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Table 1: Estimated numbers of ND, SD, CD and DD events in the ND and SiRdvaund control samples. The
numbers correspond to the full selectiggck.

ND control sample SD control sample

2T2+2T1 1T2+0T1
ND  1,178,73%19,368 65965
SD 74,86@6,954 60,59#£12,392
CD 2,413t1,207 2,685:1,343

DD 54,563t19,368 15,8581,123
Total 1,310,57320,614  79,79812,465
Data 1,310,573 79,798

Table 2: Expected number of background events and observed numhiatafevents passing the signal event
selection 2T2+0T1.

ltrack D1lyack D22pack  D12ack D2lLiyack
ND 829+239 672100 28t22 115-16 109t23
SD 1,588:381 895321 80t76 30395 29477
CD 7+3 5+3 1+1 1+1 1+1
Total expected background 2,42450 1,572336 10979 41996 4006+80
Data 8,214 5,261 375 1,350 1,386

The SD background estimation starts from the calculatiothefnumber of SD events in the SD domi-
nated control sample, 1T2+0T1, by subtracting the numbettodr kind of events from the number of

data events:
1T2+0T1 _ n\1T2+0T1 1T2+0T1 1T2+0T1 1T2+0T1
Ngp = Niars —Ngp —Nip —Ncp ) (6)

whereNSE2 Tt was calculated with the ND estimation method &2 %™ was taken from Pythia for
the first iteration. To scale the number of SD events to theadigegion, the rati(R‘SD was calculated
from data. The SD dominated data events that were used iratbelation of the ratio have exactly one
leading proton seen by the RPs, in addition to the sampletgmis based on T2 and T1 tracks. By using

the ratio _
) N j+1proton
RJ _ data (7)
SD — \,1T2+0T1+1proton’
N
data

the expected number of background SD events was calculated a

N = R, - NS ZHOT, (8)

The first estimate ofipp was calculated with the ND, SD and CD background estimatesritbed above.
The background estimations were repeated with redefinagesabfN3L>+2T1, N3 22T, N3L2HOTL)
NAEZTT: the numbers of DD events were scaled with the ratio@s"® /oMS | and the numbers of
SD and ND events were calculated using their estimation ogsthNext, the three steps were repeated
until N3LZ0T andNZ 2T converged. The final numbers of estimates in theccontrol samples are
shown in Table 1, and the estimated numbers of backgrounateue the signal sample are shown in
Table 2.

The reliability of the background estimates was examinethénvalidation samples. In these samples,
the total estimated number of events is consistent with timber of data events within the uncertainty
of the estimate, see Figure 1. The uncertainty in the SD astiwas determined with an alternative
control sample: 1T2+1T1 same side. To determine the uriogrtia the ND estimate, the ratig},, was
calculated from Phojet arid,{,D estimated with it. A conservative uncertainty of 50% wasgrsd for
the CD estimate.
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0 0 0
2T2+1T1 1T2+2T1 1T2+1T71 1T2+1T1
same side opposite side

Fig. 1: Validation of background estimates for the full selectiggl. Each plot shows the corrected number of
events in data (black squares) and the combined estimdtdadkground uncertainties. The combined estimate is
the sum of ND estimate (cyan), CD estimate (green), SD e#giidue) and DD estimate (red). The shaded area
represents the total uncertainty of the background estimat

The visible DD cross-section was calculated using the féeimu

data

B E. (N2T2+0T1 _ Ng;(§1+OT1)
Opp = % )

whereE is the experimental correction and the integrated lumigasf=(40.14+1.6) ub~. The ex-
perimental correction includes the acceptance, the tngcknd reconstruction efficiencies of T2 and T1
detectors, the fraction of events with only neutral pagclvithin detector acceptance, and bin migra-
tion. The correction was estimated using Pythia, and tlgefrdifference with respect to QGSJET-II-03
[14] and Phojet was taken as the uncertainty. An additioaakction was introduced for the selections
with 5.9<|Ntrack|min<6.5 to scale the ratidls g n, . |min<6.5/ Ntatal 10 be consistent with data. 2T2+2T1
and 1T2+1T1 same side selections were used to achieve tleefactor. The value of the additional
correction is 1.22:0.03 (1.24:0.03) for the positive (negative) side.

The visible cross-section was then corrected to the fryg cross-section. Pythia and Phojet predict
a significantly different share of visible events that haweirt true nnin within the uninstrumented re-
gion of 4.7%<|n|<5.3. Therefore, the visiblg range was extended tg|=4.7 to minimize the model
dependence. This final correction was determined from gémelevel Pythia by calculating the ratio of
N4.7<|n+|in<6.5/Nvisbile- The uncertainty was estimated by comparing the nominakction to the one
derived from Phojet. In this paper, the trggi, corrected cross-section (47n*|mn<6.5) is called I,
and the subcategories as D11 @|f* |nin<5.9), D22 (5.%|nN*|min<6.5), D12 (4.%|n*|min<5.9 and
5.9<|nN " |min<6.5), and D21 (5.2|n " |min<6.5 and 4.%|N " |1in<5.9).

The sources and values of systematic uncertainties are atiggd in Table 3. For each source of system-
atic uncertainty, the value was calculated by varying the@within its uncertainty and recalculating
the measured cross-section. The difference between thimabamd recalculated cross-section was taken
as the systematic uncertainty.
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Table 3: Summary of statistical and systematic uncertaintigs)(

I D11 D22 D12 D21
Statistical 15 11 07 09 09
Background estimate 9.0 6.0 35 27 22
Trigger efficiency 21 12 10 09 0.9

Pile-up correction 24 21 04 11 1.0
T1 multiplicity 70 39 07 16 1.7
Luminosity 4.7 26 05 11 11
Acceptance 147 141 26 20 20
True Nrin 154 110 15 29 29
Total uncertainty 248 196 48 51 4.9

Table 4: Double diffractive cross-section measuremenpib)(in the forward region. Both visible and trugin
corrected cross-sections are given. The latter is compar&ythia and Phojet predictions. Pythia estimate for
total opp=8.1 mb and Phojet estimat®p=3.9 mb.

|track Dlltrack D22track D12track D21track

Visible 13122 58t14  20+8 315 34+5

I D11 D22 D12 D21
True Nmin 116+25 65:20  12+5 26+5 27+5
Pythia truenmin 159 70 17 36 36
Phojet truenpin 101 44 12 23 23

In summary, we have measured the DD cross-section ip eange where it has never been determined
before. The TOTEM measurementdgp=(116+25) ub for events that have both diffractive systems
with 4.7<|n|min<6.5. The values for the sub-categories are summarized ite Pab The measured
cross-sections are between the Pythia and Phojet pretidiio corresponding) ranges.
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