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ABSTRACT. The PreProcessor system of the ATLAS Level-1 Calorimetggger (L1Calo) re-
ceives about 7200 analogue signals from the electromagaatl hadronic components of the
calorimetric detector system. Lateral division resultgéfis which are pre-summed to so-called
Trigger Towerf size 0.1x 0.1 along azimuthg) and pseudorapidityr)). The received calorime-
ter signals represent deposits of transverse energy.

The system consists of 124 individual PreProcessor modbksdigitise the input signals
for each LHC collision, and provide energy and timing infation to the digital processors of
the L1Calo system, which identify physics objects formingam of the basis for the full ATLAS
first level trigger decision. This paper describes the &chire of the PreProcessor, its hardware
realisation, functionality, and performance.

KEYWORDS Trigger concepts and systems (hardware and softwarg)gdirialgorithms; Modular
electronics; Front-end electronics for detector readout
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1 Introduction

ATLAS is one of four major experiments built at the Large HadiCollider (LHC) accelerator
ring. It is a general-purpose experiment for proton-pratohisions, designed to observe the wide
spectrum of physics processes expected at the LHC. Thenus¢detector consists of a high res-
olution tracker which surrounds the interaction point andimersed in a 2 T solenoid field. This
is surrounded by Electromagnetic (EM) and Hadronic (HADIo@meters, which are enclosed by
a muon spectrometer. The EM Calorimeter uses lead absdrbersrsed in Liquid Argon (LAr)



which acts as the ionising medium and is divided into thre@rsactions, the barre|rf| < 1.5),

the end-cap (5 < |n| < 3.2), and the forward calorimeter, or FCAL.23< |n| < 4.9). The HAD
Calorimeter is divided into similar sections covering tlzeng n-regions and uses the same im-
plementation for the end-cap and FCAL as the EM layer. The H¥abel region is composed of
steel and polystyrene tiles. Due to the two different immarations, these detectors are frequently
referred to as the LAr and Tile Calorimeters, respectivebty. further details about ATLAS se#][

The LHC is designed to collide proton bunches at a rate ofgdlidz and, with an event
size of 1.5 MB, ATLAS cannot record every event. The ATLASgDer reduces the event rate
from this initial interaction rate by applying selectiomst limit recording to those events deemed
interesting. The Trigger uses three rate reducing stepsdongplish this, which are called the
Level-1 (L1), Level-2 (L2), and Event Filter (EF) TriggerEhe L1 Trigger reduces the event rate
from the LHC collision rate to 75 kHz, the L2 Trigger reduchkss further to 5 kHz and, finally, the
EF Trigger has an average output rate of 400 Hz with a maximiumldkHz [1, 2].

The L1 Trigger is implemented using custom built electrenidich is required to cope with
the high collision rate. This is in contrast to the L2 and Eggers which are implemented as soft-
ware algorithms running on large computer farms. The L1ge&igs mainly composed of the L1
Calorimeter (L1Calo) Trigger, L1 Muon (L1Muon) Trigger,caentral Trigger Processor (CTP).
There are additional L1 triggers such as the beam pick-ggdrs, the minimum bias scintilla-
tors, and the Zero Degree Calorimeter (ZDC), which uses te@rBcessor Module that will be
described later. The CTP receives the data from all the LieSysand issues an L1 Accept (L1A)
if predefined selections are mdf[

The L1Calo Trigger, diagrammed in figuteis designed to use spatially integrated calorimeter
information (labeledAnalogue Sunmn the figure) to measure high energy electrons, photons, tau
well collimated jets of hadrons, and the total and misg&tagt the LHC bunch crossing (BC) rate.
This task is divided among three main components, the PeceBsor (PP), the Cluster Processor
(CP) and the Jet/Energy Processor (JEP). The 7168 summéxya@asignals first arrive in the
Receiver system where a linear gain may be applied. Thelsigren pass to the PP System which
condition and digitise them at the LHC collision rate. Thgitised signals are analysed to calculate
the Er and determine to which colliding bunch they belong. Theltssare sent in parallel to the
CP and JEP Systems at the LHC BC frequency. Upon receivindg Arflom the CTP, the digitised
signal datafEr measurement, and BC identification (BCID) information aad out from the PP
System and propagated to the ATLAS Data Acquisition (DAQStEM .

The CP performs a cluster finding algorithm and counts thebmurof electron/photon and
tau/hadron clusters passing configurable thresholds. isnctse, a cluster is defined as a well
collimated energy deposit in the calorimeter where elestnwould have most energy deposited
in the EM calorimeter and taus would have energy in both theds®l HAD calorimeters. The
JEP performs a similar algorithm and counts for jets whighdafined as energy deposits in both

IATLAS uses a right-handed coordinate system with the oraithe nominal interaction point at the centre of
the detector, z-axis along the beam pipe, x-axis pointinthéocentre of the LHC ring, and y-axis pointing upward.
Cylindrical coordinatesr(@) are used in the transverse plageheing the azimuthal angle around the beam pipe. The
pseudorapidity is defined in terms of the polar arglesn = Intan6/2. Transverse momentum and energy are defined
aspr = psin@ andEt = Esing, respectively. The distandsR is defined adR = /A@? 4+ AnZ, whereA@ (An) is the
separation in azimuthal angle (pseudorapidity).
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Figure 1. A diagram of the Level-1 Calorimeter Trigger architectuiith the real time data flowing from

top to bottom beginning in the Calorimeter detector fronéieand traveling via long signal cables to the
L1Calo system.

calorimeters with a broader profile than those used by thdrCa&ldition, the JEP calculates the
total and missind=r, and missinger significance for each event. This information is sent to the
CTP where it is combined with data from the L1Muon Trigger atiger L1 subsystems in order
to determine an L1 decision. Thg/ ¢ coordinate of each cluster or jet, called a Region of Interes
(Rol), is transmitted to the L2 Trigger and used as a seed#L® reconstruction algorithmd][
This paper presents the implementation, operation andpeaihce of the PP System. First
the hardware will be discussed, followed by the command amiral mechanisms. Finally, the
performance of the PP System will be presented using phgiatesprovided by the LHC.

2 The L1Calo PreProcessor System

Within the L1Calo Trigger, the PP System is responsible focessing the LAr and Tile Calorime-
ter dedicated trigger output to produce a measuremebt ofip to 250 GeV, which is then trans-
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Figure 2. n-¢@ coverage of the PreProcessor System in one quadrant of der@hagnetic Calorimeter.
The coverage of a single PPM, Analogue Input (Anin) board]tidMLhip Module (MCM), and Trigger
Tower (TT) are shown. Groups ofx44 TTs with the same colour are contained within a single MCM an
are summed to form a single Jet Element. F8r2n < 3.2 (3.2 < n < 4.9) only half (quarter) of a PPM is
needed per quadrant due to the reduced granularity.

mitted to the CP and JEP Systems for object identificatione FR must also identify the LHC
bunch in which the signal was belongs, referred to as the BTHase tasks must be performed
at the LHC BC frequency of 40.08 MHz. In addition, the PP Systaust respond to an L1A,
issued by the CTP, by reading out the event that triggereti 1heand transmitting the data to the
ATLAS DAQ System.

The calorimeters contain over 200,000 channels, all of lvbannot be processed at the LHC
BC frequency, due to design limitations such as cost, phaysipace, and the required decision
latency. Therefore, the calorimeter signals are summedmiite calorimeter front-end electronics
to form 7168 analogue signals, called Trigger Towers (TT)eOT can be the sum of up to 60
calorimeter cells. The typical dimensions of a TT Argx Ag@ = 0.1 x 0.1 with coarser resolution
above|n| > 2.5. There are independent TTs for the EM and HAD layers.

L1Calo must provide triggers over the entire calorimeterecage,—4.9 < n < +4.9 and 2t
radians ing. Figures2 and3 show then-¢ coverage for a single EM and HAR-quadrant for
positiven. In the regionn| < 2.4, each PPM processes 64 TTs with the coverage ofx 4T6TT
in An x A@ with the standard TT size of Dx 0.1. For 24 < |n| < 2.9, only half of the channels
on the PPM are used due to the varying TT sizes shown in theeBglvithin 29 < |n| < 3.2, one
PPM covers two quadrants.

The remaining region,.2 < |n| < 4.9, only requires one PPM to cover all fogrquadrants.
In this region, which receives signals from three FCAL laydhe TTs are different in size. The
first layer (FCALL) is nearer to the interaction point and isrengranular than the two following
layers (FCAL2 and FCAL3). In FCALL, each TT is approximatély x 0.4 in An x Ag, see
figure2. In the FCAL2 and FCALZ3, the TTs are similar to those in FCAkteapt they are roughly
twice the size im, see figures.

The L1Calo PP System is made of 124 PreProcessor Modules)(iaBtilled in eight standard
VME crates with a 21-slot backplane. The VME bus follows tHdE64x standard meaning that
the top two thirds of the crate backplane are occupied by a ¥MEB-VIPA backplane. The lower
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Figure 3. n-¢ coverage of the PreProcessor System in one quadrant of th@ile Calorimeter. Similar
to figure2 except the Forward Calorimeter has an additional layer argef bins im.

third is occupied by a custom backplane that a PPM uses taibthitp real-time data to the CP and
JEP Systems. Each PP crate contains one network conneagld Bbard Computer (SBC) (slot
1), followed by three empty slots, 16 PPMs, and one Timingt@bdmodule (TCM). Two crates
only contain 14 PPMs because of the coarser granularitygaehin |.

The SBC acts as a local controller for the VME bus and is usezbtomunicate with and
configure the PPMs via the VME J1 backplane connector. The &BiGalso access all PPM data
locally during data taking. The VME J2 backplane connecarsied to output the PPM data to the
ATLAS DAQ System via a dedicated optical data link which ischbed in sectior3.5.

The TCM receives protocol signals (e.g. LHC clock, L1A, anat@) from the ATLAS Timing,
Trigger and Control (TTC) System via an optical lif4.[ The VME JO backplane distributes these
signals using point-to-point routing on an auxiliary pedtcircuit board. The TCM is also master
of the Control Area Network (CAN) bus in each crate, which $2dito monitor environmental
parameters important to the safe operation of the hardwa@le CAN bus requires two serial
lines across the slots on the backplane which are also ingpitsd on the VME JO backplane. The
unoccupied pins of this backplane are used for servicing M, e.g. reloading or reprogramming
of the CAN micro-controller. The TCM front panel has a VME Hdisplay for visual diagnostics.

The power consumption was measured using a single, fullplptgd PP crate in a test lab
setup that was operating all PPMs in the typical data praegsaode, resulting in 175 A on the
+3.3V supply and 150 A on the +5.0V supply. This correspondd4t\W per PPM, which is well
below the worst case estimate of 100 8. [In order to dissipate the heat created, fans at the bottom
of the crate force a high flux air stream upwards.

3 The PreProcessor Module

The PPM is the primary component of the PP System and is shovigure4. The PPM is a
printed circuit board with a height of 366 mm (9 NIM units) aadepth of 400 mm. It is made of
eight layers (2.0 mm thick), five layers for routing and thfeefull or partial power planes. The



Figure 4. The PreProcessor Module with a view of the front panel atdfteand the side on the right. Data
flows, in general, from left to right in the side-view. Daughiboards and other components are outlined and
described in the text.

daughter boards are easily seen and perform many of the tamp@ignal-processing tasks. In the
event of a hardware failure, the problematic daughter boande replaced instead of the full PPM.

A PPM can receive up to 64 TT signals, as described in se&tievhich corresponds to an
n-@ coverage of @ x 1.6. For the PPMs processing signals from the rande<2|n| < 2.9 and
2.9 < |n| < 3.2, fewer signals are received and, therefore, some chaarelsused.

In figure 4, the flow of data through the PPM is from left (front-panel)right (backplane).
Analogue signals arrive at the front panel where four Anaéobnput Boards (Anlin), each process-
ing 16 TTs, apply voltage offset and scaling to the inputaignThe signals are routed to 16 Multi-
Chip Modules (MCM), each processing four TTs. The MCM camafiour Analogue-to-Digital
Converters (ADC) to digitise the signals and a four chanmadlisation Specific Integrated Circuit
(ASIC). The PreProcessor ASIC (PPrASIC) is responsibleterbulk of the signal processing in
the PPM, such as measurikg, performing BCID, and buffering data for readout. Thesadat
transmitted to the CP and JEP via a Low-Voltage Differer8ighalling (LVDS) Cable Driver card
(LCD) which completes the real-time data flow through the PPM



The Readout Manager (ReM) FPGA controls the readout of ttaeugteon the arrival of an L1A
provided by the CTP. The data from the 16 PPrASICs is readralipacked for serial transmission
to the ReadOut Driver (ROD), via the Rear G-Link Transitiooddle (RGTM), the first step in
the ATLAS DAQ System. The ReM is controlled over VME, using BBC, to configure the PPM
for proper data processing. The TTC Decoder card receiwtsl@rndes protocol signals from the
ATLAS TTC System for use within PPM components. The CAN medtbllects and transmits
environmental parameters to the ATLAS Detector Controk&yugDCS) f].

There are two Complex Programmable Logic Devices (CPLD)henRPM main board, the
VME CPLD and the Flash CPLD. The VME CPLD is connected to theB/iMis and forwards all
traffic to the appropriate chips depending on the addresspsested. It also provides access to a
readable unique module number and VME status register. Tsh [EPLD controls loading of the
configuration code, stored in an onboard Flash-RAM, intdRaB& FPGA and four FPGAs located
on the LCD. The Flash-RAM is large enough to store six vessimiiReM FPGA configuration bit
files and two versions for each LCD FPGA. The Flash CPLD camlz¢sused to load configuration
code to the FPGAs directly from the SBC, bypassing the flasihonies.

Space on the front panel is very limited due to the large nurobaput signals. Neverthe-
less, the free space in the centre of the panel is allocatstt@l status indicators (LEDs) and
a matrix display element, which shows more complex inforomati.e. module status coded as a
single character.

The backplane is equipped with four connectors each havimighepin count, seen in figurk
The connectors JO, J1, and J2 are standard VME backplanect@ms used for inter-board com-
munication, and command-and-control of the PPMs using B€. % custom 2 mm CompactPCI
connector is mounted in the remaining space and is a passgifnfor the real-time signals output
by the LCD. Any bending or misalignment at insertion time Wbdamage the crate’s backplane,
so a mechanical stiffening is added for insertion and etitnac As seen in figurd, vertical bars
and horizontal rods give the board good rigidity, when fdecapplied at insertion into the back-
plane. Electromechanics complies with IEEE standard 1T0f7]. Reliable long-term operation
is ensured by screw-fixation of removable parts (e.g. caongcdaughterboards).

3.1 Analogue input boards

A single PPM receives up to 64 differential analogue sigfral® the calorimeters on four 16-way
twisted-pair cables each carrying 16 TTs. Example sigmala the LAr and Tile Calorimeters are
shown in figures. The LAr and Tile front-end electronics, which produce thegnals, construct
a signal whose peak is linearly proportional to the t&gaktontained in the TT. The signal voltage
to Et conversion is calibrated such that :%100 GeV. The LAr signals, which account for about
75% of all signals processed by the PPM, are bi-polar. Thsma¢he signal contains a ‘fast’ half-
wave, used for triggering purposes, and a ‘slow’ half-walvepposite polarity but equal are8]]
Signals from Tile are uni-polar as is typical for Photo-Njlier tubes P]. The input connectors are
specially designed to minimise cross-talk. Each conndudsra pair of fixation screws to ensure
proper electrical contact and protect against accideiigabdnection.

The incoming analogue signals are routed directly to thanAlalughter boards. There are four
such boards on the module matching up to the connectors drothtepanel. The daughter board
is interfaced to the PPM using the Common Mezzanine Card (C&thdard 10].
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Figure 5. Example Trigger Tower signals arriving at the PreProcebtadule from the(a) Liquid Argon
EM calorimeter layer an¢b) Tile Hadronic calorimeter layer.
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Figure 6. Block diagram of the signal conditioning and external BQi&formed on the Analogue Input
daughter board for a single TT signal.

A diagram of the Anlin functionality is shown in figu@for a single channel. The differ-
ential analogue signal arrives from the PPM front panel ector at the input of a differential
line receiver which forms a single ended signal. An SPI-mognable, 8-bit Digital-to-Analogue
Converter (DAC) produces a voltage level which is added éoitput signal. This voltage offset
is necessary to ensure that the signal is within the linegitisttion window of the ADC located
on the MCM. The analogue signal is also rescaled by an opesdtamplifier to match this linear
digitisation range of the ADC which has a size~ef V.

Using a LAr signal, three examples of the effects of signaiditioning are illustrated in
figure 7. The voltage offset, referred to as the DAC-offset, is repnted at the bottom (in green).
The digital offset can be set from 0-255 with DAC=0 corregfing to 1.76 V and DAC=255 to
2.28 V. The digitisation window of the ADC is also shown withaamge of 1.9-2.9V (in blue). The
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lowest signal example (purple) shows the case where thalgigadestal is below this window and
therefore acts as an effective threshold, eliminating €sige noise if needed. The central example
(red) places the signal baseline just above the lower lifnthe ADC window, which allows a
measurement of the noise distribution before and afteritireak This is the DAC-offset model
used during physics data taking because it allows for thgesdrdigitisation range. The highest
signal (orange) gives an example where the LAr signal umdetsis fully contained within the
digitisation window, allowing it to be measured if necegsar

The analogue signal is propagated in parallel to a discetom which sets a digital output
to the logic of ‘1’ when the signal crosses a programmableéagel threshold. The threshold is
adjustable for each channel independently using a secor@ Die digital output is routed to the
MCM and used by the PPrASIC to mark the corresponding LHCkclyele. This constitutes
one of the three implemented methods to perform BCID, cdaledExternal BCIDQ which will be
discussed in more detail in sectiBr2

3.2 The multi-chip module

The MCM contains most of the signal processing componentiseoPPM. Each MCM processes
four TTs. The main MCM components are the PHOS4 chip, theARCEs, the PPrASIC, and the
three LVDS Serialisers as shown in figi8e

The signal from the Anin boards is propagated to the MCM wihiteiefirst digitised in the
ADC. The LHC clock (40.08 MHz) is used as the strobe in the ADIi@ol therefore provides a
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Figure 8. The bonded components on the MCM (brass-lid removed), istipthie (A) PHOS4, (B) ADCs,

(C) PPrASIC, and (D) LVDS Serialisers.
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Figure 9. Example of the ADC digitisation. Right: analogue pulsé ldigitised pulse.

sample of the signal every25 ns as shown in figui@ The strobe can be delayed by up to 24 ns, in
1ns steps, using the PHOS4 chid]. The input signal spans multiple BCs such that the peak can
fall between two digitised samples which would negativdfg@ the E measurement. Therefore,
this nanosecond delay must be calibrated to ensure thd gigalais sampled by the ADC. This is
called thefine-timingcalibration and is discussed in sect®2 One PHOS4 chip can provide four

independent delays, hence, only one is needed on each MCM.
The digitised results from the four ADCs are clocked in toRfrASIC at the LHC bunch fre-

guency where the data is used for Eiemeasurement and BCID (for details see the next section)
While the CP use&r and BCID information from each TT, the JEP uses reduced ¢adtyuJet
Elements of @ x 0.2 in n x @ (see figurek and3) which corresponds to the four channels on a
single MCM. The data are output at the bunch frequency tetbemmercial LVDS transmitters
which serialise the three 10-bit outputs from the PPrASI@ edte of 480 Mbits/second (includ-
ing protocol bits). The three serial streams are routed eolLliD via the motherboard (details

in section3.4).
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Figure 10. Diagram of the PPrASIC logic for one channel.

The data, read out upon receiving an L1A, are passed diriotly the PPrASIC to the ReM
FPGA on the motherboard via a serial communication bus, mikidiscussed in sectidhb.

3.3 The PreProcessor ASIC

The PPrASIC processes the output from all four ADCs in pakafigurel0shows the processing
details for one channel inside the ASIC with input signalgtenleft and output on the right. The
10-bit ADC values enter an Input First-In, First-Out (FIF@emory with a maximum depth of
16 locations. The FIFO depth is programmable for each cHaamtk acts effectively as a delay
to allow for the alignment of calorimeter signals arrivingd#ferent times due to differences in
transmission latency, caused by variable cable lengthslatettor geometry effects. This setting
is referred to as theoarse-timingcalibration. TheExternal BClDarrives in a similar 1-bit FIFO
which acts to delay its arrival in the PPrASIC to ensure tlggcldit is relayed in the correct BC.

The BCID ander measurement (real-time processing) and data readoutddatesition) are
the two most important functions of the PPrASIC, as highghin figurel0. The buffered ADC
data is used to perform a BCID afit measurement and is also sent to a secondary memory for
later readout. The results of the BCID akg measurement are also stored for readout. In the
event of a positive BCID, thEr and four-channel sum of tHe; are propagated to the CP and JEP
Systems, respectively.

There are also monitoring and stand-alone testing capabilbuilt in to the PPrASIC, such
as Rate Metering, Energy Histogram, and Playback memoryarnication with the PPrASIC
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is performed via two serial interfaces, each of which cdattwo of the four channels. Details are
discussed in the following sections.

3.3.1 Bunch crossing identification ander measurement

The first BCID method, th&xternal BCID was discussed in secti@iland raises a digital logic of
‘1" if the analogue signal passes a programmable voltagsltimid. The 1-bit result is synchronised
to the proper BC using the Input FIFO, and an additional détey shown in figurelO) can be
added before it arrives in the BCID logic block (center-bottof the same figure) to ensure it is in
time with thePeak-Finderand Saturated BClDresults.

The Peak-Finder BCIDis the second BCID algorithm. It begins by routing the 10vaiues
from the FIFO to a Finite-Impulse-Response (FIR) Filtere iR Filter buffers five ADC values,
di, one from the current BC, and two preceding and two followis. These are used with five
programmable coefficients;, to produce an output value of 16-bits using equatid)(

f= idiai (3.1)

The five coefficients are tuned to the input signal shape orr @ pévasis which acts to suppress
noise. This tuning results in values &fthat are optimised to the signal-to-noise ratio contaied t
each binj, for well behaved physics pulses.

The FIR output valuef, is transmitted in parallel to the Peak-Finder logic as aslihe Drop-
Bits and Look-Up-Table (LUT). The Peak-Finder performs libgic f ; < fg < f. ;1 wherefg is
the current FIR outputf,, the one from the preceding, arfd, from the following. The logic
can also be programmed to uge < fg < f 1, however, the former relation is used in standard
running conditions. This is the main method for BCID useddignals that are not saturated, i.e.
havingd; < 1023. The output of this logic is transmitted to the BCID B@m Logic block and
combined with the two complimentary BCID algorithms, tBgternal BCIDand theSaturated
BCID (discussed below).

Following the parallel path in figurg0, the 16-bit FIR output is first reduced to a 10-bit value
by dropping a programmable number of consecutive bits. bdipg on the FIR Filter Coefficients,
these ten bits are chosen to maximise Eraesolution. The LUT contains a programmable table
that transforms a 10-bit input to an 8-bit output represgnthe TTET measurement. This 8-bit
LUT-value is sent to the BCID logic block and is propagatetth&@ BCID logic is satisfied.

The third, and final, method for BCID is tf8aturated BCICalgorithm which operates directly
on the 10-bit ADC output. This algorithm uses three prograinie values, the Saturation Level,
Dsat, the Saturation High ThresholBy;, and the Saturation Low Threshold,,. The algorithm is
evaluated if the ADC output);, satisfiesd; > Dsg;, thus,Dsg; defines a saturated signal, as shown
in figure 11. The algorithm is only performed on the first saturated AD@uatiand rearms after
d < Dsat to ensure the identification is only performed once per s$ighhe Saturated BClIDcan
assign the identification to the firadg, or the secondds, 1, saturated ADC value based on the
following logic: if ds_1 > Dy andds_» > Djo thends is the identified BC, otherwise, it is assigned
to ds. 1. The algorithm is making an approximate measurement ofitliregredge of the trigger
signal to determine the correct BC, and the threshddisandD,,, must be calibrated to perform
the identification properly.
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Figure 11. Diagram of a saturated, digitised signal with three thotdh Dsa, Dpi, Dio) that define the
Saturated BClDalgorithm.

The three BCID algorithms are evaluated on every BC, produeilogical output of ‘1’ for
success or ‘0’ for failure, and arrive in the BCID logic bloakere they are combined to form an
overall decision. In addition, thEy range (output from the LUT) of 0 Ge¥ Ey < 255 GeV is
divided into three regions and each region can be progranimezfjuire any combination of the
three BCID algorithms. For standard data taking, Beak-FinderBCID is required for the low
and middle energy regions, while tReak-Finderand SaturatedBCIDs are required for the high
energy region. If the BCID logic satisfies the required camabibn for a given pulse, thEr is
transmitted to the CP and JEP Systems.

For transmission to the CP, which uses the full00.1 TT granularity, the LUT outputs from
two channels are multiplexed which halves the number ofesabkeded. This is possible since,
after a successful BCID, the following BC cannot containthaolocal maximum, so any non-zero
value is always flanked by two zeros. To allow for proper ukpag of the multiplexed data upon
reception in the CP, mmux-bitis added to indicate both the channel and BC to which the 8eid
belongs. An odd parity bit is also added, making 10-bits taltdo allow for transmission error
detection. For transmission to the JEP, which uses a redu@ed0.2 granularity, the four 8-bit
LUT values are summed to form a 9-bit Jet Element. An odd yaiitis also included to form a
10-bit word. The three data streams are then sent to thdizersaon the MCM for transmission to
the CP and JEP.

3.3.2 Readout and diagnostic functions

The readout of the ADCEr and BCID results is another primary task of the PPrASIC, hlgb-
lighted in figure10. These data are not only important for validating the BCIDidoand Et
measurement, but are required to properly calibrate the R&#lware. The readout of the ADC
data is also important because the analogue trigger signalsuilt in the front-end electronics of
the calorimeters and are accessible for readout only inEh®yRBtem. The number of ADC samples
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and BCID results (meaning LUT output and the logic bits frdhtteee BCID algorithms) that are
read out are independently programmable. During standsedtaking, five ADC samples (centred
on the peak similar tal;-ds in figure 9), and one BCID result are read out, which constitutes the
minimum amount of data needed to validate the processirig loghe PPrASIC. This is referred
to as 5+1 readout mode and yields 276 bits of data from a sifiQjger L1A. Other readout modes
exist, such as 15+1 readout which is used for calibratioa t#ing. In the lab, the data is read out
locally over the VME backplane in 127+7 mode for stand-altesting and diagnostics.

The readout path uses two 11-bit FIFOs, labdhyoelinein figure 10, with a depth of 128
locations in order to store the latest 10-bit ADC values aiit 8 UT values. The extra bit in the
ADC FIFO is used to store thexternal BCIDvalue and the three extra bits in the LUT FIFO are
used to store the three BCID algorithm bits. The FIFOs pmwadvindow of 128« 25ns= 3.2 us
from the time the values enter the FIFO to when they are loste 1A must arrive from the
CTP within this window, or the data is lost. The design lajelmit for the L1 Trigger is 2.Qus
with an additional 0.%s contingency which is well within the latency of the readBlEOs. The
L1A causes event-related data in both of Bipeline memories to be copied to their respective
Derandomizememories where it is stored for readout. The data from twoclls are serialised
to form one data stream in the Serial Interface, making tweasts per ASIC that are sent to the
ReM FPGA for further processing.

Stand-alone testing and statistical monitoring are alsesken in the PPrASIC design by
inclusion of an additional memory per TT (labelelistogrammingin figure 10) with 256 11-bit
memory locations. During ATLAS data taking this memory igdigo histogram either the ADC
or LUT output above a programmable threshold, which can aé oait between L1As in order to
monitor single channel noise and provide an unbiased sgpadtrum. For testing, it can be loaded
with a data pattern that is then propagated to the BCID lolfickband further to the CP and JEP
in order to test the full LLCalo System with known and prognzeible data when calorimeter input
signals are not available.

Another important monitoring capability of the PPrASIClietRate Metering which is used
during physics data taking to measure the signal rate atI@alo inputs. This functionality can be
programmed to use the ADC or LUT as input. A 20-bit data cauistesed to record the number
of samples greater than a programmable threshold. Theingustbps when the 20-bit value is
saturated or a programmable, 16-bit time limit is reachduknTa status bit is set to alert the user
that the counters are ready to be read out.

3.4 The LVDS cable driver

As discussed in sectidh 3.1 each MCM produces three high frequency signals, i.e 16 M@ids
duce 48 in total, which are routed via the motherboard to 8B ldaughter board. Special routing
techniques are applied for these signals to ensure egersfansmission. An impedance-matched
strip-line together with pre-emphasis of the digital sigatethe source is used to fulfil the task.

The architecture of the L1Calo System requires TT signalsherazimuthal boundaries of
each module to be duplicated and sent on separate cable[fhk&urthermore, the PPM must
have the capability to drive the cable link a significant ng-11 m) to the downstream processor
crates. The LCD performs this task before the signals aentaka backplane connector.
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The duplication of signals is done inside four FPGAs (X2CWR5vhere the output is sent
in parallel to two output drivers. It is necessary to pre-pemsate amplitude losses due to the
integration properties of the parallel pair cable tranSpgrdata to distant processor crates. The
required passive components (R, C) are placed close to tB&EBtputs. The dimensioning of the
pre-compensation network (R, C values) is optimised fotesaith a length of 10 to 15 meters.

The signals then leave the PPM via a custom backplane whjaktia feed-through to the rear
of the crate where LVDS cables are connected and secured.

3.5 The readout manager FPGA

The ReM FPGA, seen in figus is a Xilinx XCV1000-E. It is responsible for many important
functions within a PPM, including the primary function fohigh itis named, managing the readout
of event data from all 64 TTs on the PPM.

As described in sectioB.3.2 there are X 16 = 32 serial links output by the PPrASICs. The
ReM FPGA reformats this data in preparation for transmissiothe ATLAS DAQ. There are 16
input streams to the RGTM module which are connected via th=\J2 backplane connector.
The data from four channels are serialised by the ReM FPGA that each input stream carries
the data from one PPrASIC. These input streams are sedais¢he RGTM and transmitted via
optical G-Link (960 Mbits/second) to the ROD, the first stepie ATLAS DAQ System.

The ReM FPGA is also the primary control and communicatiob far the PPM and its
functionality will be further discussed in sectidn

3.6 The timing, trigger and control decoder module

The PPM, as a pipelined device, is driven by the LHC clock. fdaalout facilities require pro-
tocol signals such as the L1A and an Bunch Counter Reset (B&Richronisation of internal
counters, such as the Bunch-Crossing counter or the L1 Eeemier, is given by periodiRESET
signals. Furthermore, a synchron®BART/STOP signal is required for stand-alone testing using
the playback memories.

These signals are provided by the TTC Systdi®] fvia optical links to each of the eight
PP crates. A TCM takes in the optical signal stream and pesvélectrical output for point-to-
point distribution to the 16 PPMs. The signals arrive on theilery backplane in a daughter
board called the TTC Decoder seen in figdteThe protocol stream is unpacked and individual
signals are distributed to their destinations on the mottend via the ReM FPGA. Access to
parameter settings on the TTC Decoder is given through aatepkter-Integrated Circuit{C)
bus controlled by the ReM FPGA, which maps the registers t&evM

3.7 Module protection, control and monitoring

The operating and environmental conditions of the eleatsoare continuously monitored by the
ATLAS DCS to ensure the safety of the hardware. If anomalauslitions arise, the DCS will take
actions to protect the hardware, such as cutting power tiwsae due to temperatures leaving the
acceptable range. The DCS uses an industry standardised-¢shtrol” system CAN-Bus, which
is an automated, multi-master, broadcast serial bus foneximg electronic control unitsL§].
\oltages, currents, and temperatures are monitored tondieie the safety of the system.
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From input connector to input of MCM 2
Input to output of MCM 13

Input of LCD to the PPM backplane connectorl
Input to output of PPM 16

Table 1. PPM signal latency across PPM components in units of LHC B&S ns).

The infrastructure of a crate (supply voltages, supplyents, cooling fan speed) can be con-
trolled via the system CAN-Bus. The TCM acts as CAN master PPacrate, interfacing the
DCS with the internal bus in the crate, where the individualdules are identified by their slot
number. Reliable system operation requires also mongasfryquantities on the module level, i.e.
temperatures, operating voltages, supply currents, goulysuoltages produced on-board for spe-
cial components. This is achieved on the CAN daughter madgiifea CAN-Bus interface, which
transmits the module information to the TCM.

The CAN daughter board consists mainly of a chip-size cdletraunning CAN-Bus embed-
ded software. It receives some quantities directly in didirm (e.g. MCM temperatures). Others
are digitised on the CAN-board itself (e.g. supply voltgges| data are transmitted to the CAN
master over bus lines on the auxiliary backplane instalfethe VME-JO connectors (see figute

Each PPM is fused on board for each supply voltage from the togorevent damage to the
backplane in case of a fault on the module itself. Passivesfusuld produce a high voltage drop
at the required currents, therefore an active solution aseh. Power ON/OFF is handled by
a hot-swap controller connected to a switch in the handldefftont panel, and also connected
to the CAN-bus controller. The controller monitors the ramgpof each voltage and unforeseen
conditions lead to the module being switched OFF.

Many critical quantities monitored via the CAN-bus are tiggid by an additional micro-
controller on the PPM, an ATMEGAL16. These include power suppltages, the voltage across
a temperature-measuring diode on the ReM FPGA, and thegeasltacross temperature-measuring
diodes on the 16 MCMs. In addition, this micro-controlleivds the 7*5 matrix LED display
which is used to indicate the current state of the PPM suclfCameaning the PPM has been
configured for data taking, or 'L’ meaning the ReM FPGA hasbleaded.

3.8 Processing latency measurements

Since the PP is a pipelined system, the trigger decisiondgtis very important to consider in the
design. The latency includes the processing time in thectiatéront-end electronics, analogue
signal transmission to the L1 Trigger Systems, processing tvithin the L1 Trigger Systems,
and L1A signal propagation time to detectors and triggetesys in order to initiate readout. The
detailed results of detector measurements are held in dotr@hics of the detector systems until
the trigger decision arrives causing readout of the datae mbximum time for data storage on
detectors is~2 us (plus~0.5us contingency). Hence, a trigger decision must be propddstek
within this time interval or detector data are lost.

The propagation time of a given analogue input signal (edifitom the signal’'s peak) has
been measured within the components of the PPM and is listé&ablel in units of LHC clock
ticks (~25ns). The total latency contribution of the PPM to the Lelvpipelined system is 16 LHC
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clock cycles (16< 25 ns = 400 ns) as compared to 17 estimated in the TADR'he data to the CP
are not subject to the 4-cell summing in the ASIC hardwarenddethe CP data depart one clock
tick earlier. The latency measurements have been verifi2d08 using final production modules.

4 PreProcessor Module control and operation

The PPM is a standard VME slave module, and the SBC contralammunicates with it over
the VME backplane. The VME bus provides full read/write ast® the PPM, which is completely
mapped to an 8 MB VME address space. All control and statustezg, and readout data from the
PPrASIC, are accessible to the SBC.

On board the PPM, the VME bus protocol is maintained by peenainode residing in the
VME CPLD (see sectiod), and all VME communication is routed through this chip. Aingr
up, the PPM is not fully operational as the ReM FPGA and LCD RR@quire loading of the
configuration bit files, which are stored in the Flash-RAMuximistalled on the PPM motherboard.
The Flash CPLD controls the loading of these FPGAs and thestiat registers are mapped to
the VME address space. Once the FPGAs are loaded the contparighe PPM are ready to
be configured.

4.1 The readout manager

The top priority of the ReM FPGA is receiving, formatting,damerging the event data from the
16 PPrASICs for transmission to the ROD. Otherwise, the RE&M& A acts as the central control
and operation hub of the installed daughter modules. Thermany important components of the
ReM FPGA, as shown in figurE2, which will be described below.

The VME Manager (top in figurd2) connects the ReM FPGA to the VME bus. Software
applications, running on the SBC, send conguration datéhe&id/ME bus to the VME Manager,
which then distributes the data to on-board destinatiormni@and and control registers are pro-
vided to initiate certain tasks, such as readout of conftguradata, PPrASIC monitoring data or
PPrASIC event related data over VME. The ReM FPGA gathensastgd information and stores
it in VME accessible registers. The VME Manager also cofidutwise status and error data,
received from the interfaced devices or generated by iateatyorithms, necessary to monitor
the PPM operation.

The Anln Manager (top-left in figur&2) provides four unidirectional Serial Peripheral In-
terface (SPI) data buses for transferring conguration tathe DACs mounted on the four Anin
boards. The ASIC Manager uses 32 bidirectional serial daita to interface the ReM FPGA to
the 16 PPrASICs. The ReM FPGA writes trigger conguratiom datthe PPrASICs and receives
readout, status, and monitoring data via these serialnstre®uring data taking, event data are
reconstituted into 13-bit words and stored in dual portednores. The 4C Manager uses two
I2C data buses to communicate with the 16 PHOS4 chips and theRED@iver Chip (TTCrx),
located on the TTC Decoder daughter board. The ReM FPGAf&ansonguration data to these
devices, and reads back conguration data only from the TiexPHOS4 is not readable). The
MCM Control Signals module transmits control signals to poments of the MCM, for instance
the START/STOP signals used to synchronise calibratios (see sectioB.6).
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Figure 12. Diagram of the Readout Manager FPGA design implementation

The ROD Readout Manager (top-right in figut@) retrieves the event data from the dual
ported memories and merges four channels into one serialsdegam. 16 unidirectional data
lines transfer the processed PPrASIC data to the ROD, viR@EM. The Command and Control
module handles commands addressed to the ReM FPGA and iemtiethe requested actions.

The TTCrx Control Signals module (bottom-right in figut®) receives protocol signals (i.e.
LHC clock, bunch counter reset, event counter reset, L1&nfthe TTC Decoder card. Most
of these signals are fanned out to other modules in the ReMAFR&R@ to the PPrASICs. The
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Clock Manager can use the LHC clock, when available, or adbat runs at 40.00 MHz and is
located on the TTC Decoder. This clock is mainly used fordtalone testing. The Clock Manager
provides the input clock to the many PPM components and ele@dditional clocks for théC
and SPI buses which require 2 MHz and 100 kHz frequenciegectsely.

One bidirectional parallel data bus connects the ReM FPGA & on-board Static RAM
(SRAM) device. The 4 MB SRAM acts as a physical extensionéd®aM FPGASs internal memory
resources. The SRAM is used to verify proper loading of caméiion data and to provide VME
access to monitoring data from the PPrASICs. Configurataia teceived by the VME Manager
is written to SRAM by the SRAM Manager and used aseference When the SBC requests
configuration data to be read from the hardware, the reqiiésfiermation is copied to a second
location in the SRAM referred to as thead-backblock. Configuration data can then be validated
by comparing theeferencewith the read-back and if they are not equal an error is reported. For
monitoring histograms, each of which consist of 256 dateda/iathe user sets a bitin a ReM FPGA
command register to initiate the readout from all 64 chasnehe monitoring data is stored in the
SRAM and when retrieval is complete a flag is set to indicaselirg over VME can proceed.

4.2 Physics data taking

The standard operating mode of the PPM is the data taking madudkre signal processing and data
acquisition are the priority tasks of the PPM. To reviews thivolves the following steps:

e analogue TT signals, composed of energy deposits in meiltiplorimeter cells, are condi-
tioned in the Anin board,

e these signals are then digitised in the ADC at the LHC cloeflydency of 40 MHz,

e using the digitised signals, the PPrASIC performs the BQiD By measurements and the
results are transmitted in real-time to the CP and JEP Sgstem

e and, finally, when an L1A is received, event data is sent from RPrASIC to the ReM
FPGA, which packs the data and transmits them to the ATLAS [3A&em.

To reach this mode of operation, after powering a crate of &RNe controlling software
must initiate the loading of the configuration bit files inteetReM and LCD FPGAs. Then the
components of the PPM can be configured by accessing the ragisyers in the ReM FPGA. The
ReM FPGA can be set tbAQ Mode which means, as long as this mode is active, all configu-
ration requests related to the real time or readout datas @athdenied to ensure stable operating
conditions. The Rate Metering and Histograms are exempt fhis restriction since their readout
is decoupled from the event readout.

When an L1A arrives in the PPrASIC, the ADC, BCID, aBg results are copied from the
Pipelinememories to th®erandomisememories. Once the data is available inErerandomiser
the PPrASIC transfers the data to ReM FPGA via the serialigerfaces. The readout of physics
data is given priority while other processes, such as rdanfoate metering and histogram data,
are lower priority and are initiated by requests sent viaklte backplane. The PPrASIC sends a
data bit to the ReM FPGA every LHC clock cycle with a data ware ®f 13 bits. In the absence
of event data and diagnostic data, a status word is traritith information about the PPrASIC
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Calibration runs without calorimeter signals

DAC Scan Fixes the signal pedestal to the same value for all chandels| (
fault is 32 ADC units).

Pedestal Scan Measure the mean value and width of the signal pedestal-djstr
bution for each TT.

Playback Test Test PPrASIC real-time processing and readout using stetlla

signal patterns. Stand-alone testing of upstream processo
Calibration runs with calorimeter signals

Energy Scan Compare thder measured in the PPM with the reconstruckad
using calorimeter data at multiple energies.
PHOS4 Scan Determine the proper PHOS4 setting to ensure the signalipgak

digitised optimally.

Table 2. List of typical calibration runs.

status, such as if the histograms and rate metering ar@ble&fbr readout. In the event of receiving
an L1A or a request for diagnostic data, the PPrASIC willsrait the data, and upon completion,
return to transmitting status words. If an L1A is receivedla/diagnostic data is being readout,
the event data is immediately transmitted, and any remgidiagnostic data follows the last word
of event data.

The readout process in the ReM FPGA is driven by the dataveddiom the PPrASIC. The
data arrives in the ReM FPGA via 32 serial links where the ftata each link is buffered in dual
ported memories. Physics data is formatted according tATh&S DAQ standard and transmitted
to the ROD via the RGTM installed on the backplane whereagndistic data is removed and made
available for readout over the VME backplane. There are eidout modes available: 5+1 (5
ADC samples and Ert), which is used in standard physics data taking; 3+1 may bd s high
luminosity data taking; and 7+1, 9+3, 11+5, and 15+1 whiehwed for special calibration data
taking to evaluate the input signal shapes and BCID perfooma

4.3 Calibration data taking

Some of the PPM settings, such as those related to signastaéded timing, require special
runs. The calorimeters can provide test signals at fixedgaeewhich are used in some of these
calibration runs. Tabl2 lists the standard calibration runs that are taken on aaetalsis to check
the stability of the PPM.

The DAC and Pedestal Scans are only relevant to the PPM andtde@quire calorimeter
signals. In fact, typically the inputs to the PPM are disdlile suppress any noise coming from
the electronics upstream. The DAC Scan takes a fixed numbmrenits at each DAC (this refers
to the 'offset DAC’ in figure6) setting in order to extract the linear dependence betweeDAC
and digitised ADC values. This is used to fix the DAC such thatzero voltage level is the same
for all channels. In addition to calibration, single bit@s, due to problems in the ADC, can be
identified in the DAC Scan as well as problems with the DAClfitse

The Pedestal Scan is typically run after the DAC Scan, anglgitakes a fixed number of
events in order to measure the pedestal mean and sigmaefatiil channels can also be identified
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in this test via broad pedestal or multi-peaked distrimdioAny problematic MCM identified by
these tests can be easily replaced due to the modularity ¢1RiM.

The Playback Test uses the 256-words long memories in th&S*€rwhich can be loaded
with any pattern necessary to test the logic in the PPrASI@ven the CP and JEP Systems.
These 10-bit values are then fed directly into the PPrASKieid of using the ADC output. For
the playback of data to begin synchronously across multfées, START and STOP signals are
transmitted via the TTC System.

The Energy Scan ensures that the energy measured by L1CGeaksagith the reconstructed
energy from the calorimeter data. This is done using caldmaulses produced in the calorimeters
with multiple fixed energies. A fixed number of events are tiedieeach energy in order to measure
the linear response.

The PHOS4 Scan, also called the fine timing calibration, wsdibration pulses from the
calorimeters, but at a single energy. A fixed number of evardgstaken at each time delay step
of the PHOS4 chip from 0 to 24 ns. The data can be reconstractéarm a single pulse with a
sample at every nanosecond instead of the typical sampty 28as. Using this reconstructed
pulse, the optimal PHOS4 setting can be determined in ocdsarmple the peak of the signal in
the calibration regime.

5 Calibration and performance of the PreProcessor System

The PP System has been running within the ATLAS detectoesimring 2008 and is now precisely

calibrated using LHC collision data. The initial validatiof the PP System required testing every
PPM before being shipped to CERN for installation in the fystem. Once installed, long term

testing began with the full L1Calo Trigger System. This umgs performing regular calibration

and analysing physics data to verify system performance t&sts and performance results will
be presented in the following sections.

5.1 Hardware validation

All PPMs used in the ATLAS Trigger are validated in the labtregt Kirchhoff-Institut fir Physik,
before being transferred to CERN. There are two test setsga, the first validates the real-time
and readout data paths of all 64 channels of a single PPM w@singnalogue signal source to
populate all 64 channels. The real-time data is captureddmg@m unit, built in-house, receiving
the full quantity of LVDS cables. However, recording of aflamnels in parallel at full speed is
complicated and not necessary in the laboratory. Thergfoggoup of four channels is selected,
routed to deserialisers, and captured in a fast memory fionigetl duration that is long enough to
perform data integrity checks. Test results for all compdsi@re stored in a dedicated database,
which holds tables showing:

e the installation status of the system in ATLAS-USAL15,
e the status and test results of PPM motherboards fully eqdipgth daughter boards,
e the status and test results of Anin daughter boards,

e the status and test results of MCMs,
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Figure 13. An example LAr calibration pulse as read out by the L1CaleFPocessor System using the
extended readout mode with 15 digitised ADC samples. Theasig fitted by an optimised Gauss/Landau
function.

e the status and test results of LCD daughter boards,
e and status and test results of other peripheral modules (CAGl, RGTM).

This database is also used to record test information amitbée& from physics running at CERN
in the case of hardware failures and provides a way to traokpoment history.

The second test uses a fully operational and fully populBfedrate, as described in sectin
Here the environmental and operational stability of a systeate can be tested over a longer period
of time. No input signals are used, but the playback memaofigise PPrASIC are programmed to
provide data test patterns that stress the processorssffidrtigic, single-bit, and memory errors.

These two test facilities are also used to study any hardtkates returned from CERN due
to errors reported during data taking.

5.2 Timing calibration and performance

The analogue signals must be precisely aligned in time aPBEM input because sampling at the
peak position is essential to ensure a correct BCID andgicedtr measurement. The fine-timing
calibration was first established with the calorimeter puksystems, as described in sectif,
and then refined using the first LHC beam delivered to the tetas splash events in November
2009 [14]. Improved timing delays were applied early after the fir§eY collisions were delivered
by the LHC at the beginning of 2010, based on the analysiseofé¢borded collisions data. Since
then, the timing has been incrementally improved, such tbathe majority of recorded data, the
timing of most towers is better thah2 ns which provides close to ideal performance.

Figure13 shows an example of a digitised LAr calibration pulse as mady the PPM using
the extended readout mode with 15 digitised ADC sampless Jighal is fitted using an optimised
function. Depending on the calorimeter region, a hybridcfion composed of either a Gauss
or a Landau function applied on the rising edge combined wittandau function on the falling
edge was found to give the best fits. These Gauss/Landau dauArandau fit functions are used
to reconstruct the original pulses in order to extract the-fiming information beyond the 25ns
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Figure 14. L1Calo trigger tower timing offsets in ns as functionmpiand ¢ for the electromagnetic (EM)
calorimeter layer(a) shows the results using collision data from the initial 2@dining period whilgb)
shows the results after applying corrections to the timialgyls. White bins have no measurement due to
lack of statistics.

sampling resolution. In order to avoid the large paramgtacs of these fitting functions, some
fit parameters are constrained. In particular the widthéi®fGauss and Landau sub-functions are
derived from special calibration runs and are fixed for thalysis of the proton-proton collision
data. As it is known that the pulses provided by the calo@mptilser systems are slightly broader
than those created by particles from collisions, the impacthe fit method and on the timing
results needs further study.

The status of the TT timing as achieved at the start of the 2@14 taking period is shown in
figure 14. The distributions show the offsets from the ideal timingfiged as the mean difference
between the fitted maximum positidgghand the middle of the central bin, in units of nanoseconds
(cf. figure 13). Then — ¢ maps compare the distributions at the beginning of the 20hthing
period with those after having applied resulting correttiactors to the hardware timing delays.
While the timing for the majority of the TTs is already within2 ns for the early measurement,
there exist some larger offsets, mainly due to modificatiod gepair of calorimeter electronics
during the 2010/11 winter shutdown which were compensatetyf the corrections applied later.

5.3 Bunch crossing identification calibration and performance

Identifying the correct LHC BC to which an L1A belongs is vamportant for efficiently op-
erating the L1Calo trigger. Since the TT signals span se®&Cs, a robust method is used to
assign the pulse to the correct BC. It must operate corréaiy very low energy signals up to
saturation above the maximum energy of approximately 250 Gbree methods were described
in section3.3.1, External BCIDQ Peak Finder BCID andSaturated BCID The main method used
with unsaturated signals is ttieak Finder BCIDwhich sharpens the pulse using the FIR Filter
before running the Peak Finder algorithm.

The FIR Filter coefficients being used at the beginning ofd&ia taking period in 2010 were
derived from the analysis of calorimeter calibration pslf&]. After sufficient collision data were
recorded, an improved set of coefficients were producedyssiimal shapes, each normalised to the
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Figure 15. (a) The pedestal subtracted and normalised ADC pulse shapenfexample trigger tower
as derived from the analysis of 2010 collision dafb) Efficiency for an EM trigger tower energy to be
associated with the correct bunch crossing as a functidmecsim of the raw celtr within that tower. Note
the improving efficiency at highet which is related to thein(8) suppression of noise.
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Figure 16. The sunS; + S as a function of) andg for the (a) electromagnetic an@) hadronic calorimeter
layer. The valu&s is the normalised pulse height of théh ADC sample as illustrated in figudé(a) The
plots show the results from the analysis of 2010 collisiomd&Vhite bins indicate a channel that is not in
use due to disabled hardware.

signal peak, as measured from proton-proton collisiongureil5(a)shows the pedestal subtracted
and normalised ADC pulse shape for an example TT. The sunedfth samples surrounding the
peak(S + S3), wheres§ is thei-th ADC sample normalised by the signal peak, provides a ureas
for identifying regions in the calorimeter with similar jgel shape. As shown in figui®, the pulse
shape varies mainly along, reflecting the transition between different calorimetgions and
varying detector geometry and implementation. A final setegion specific FIR coefficients is
derived which follow the shapes of the normalised signale dverall normalisation and drop-bits
range is chosen such that the 8-bit LUT coverage is maximised

A good indicator of a successful BCID, as well as timing aaflon, is the efficiency of
associating small energy deposits to the correct BC. Fi@ii(b) shows the efficiency of an EM
TT energy being associated with the correct BC, as a fundiidine raw calorimeter cely within
that tower for different regions of the EM calorimeter. Irder to remove the majority of fake
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Figure 17. L1Calo trigger tower transverse energy versus offlinesvarse energy. The offline transverse
energy is derived by summing the individual calorimetetscaksociated to a tower. The plots show the
results for thea) electromagnetic angb) hadronic calorimeters using 2011 collision data.

triggers due to small energy deposits, a noise cut is apfhiede energy in the LUT. The effect
of this cut at around 1.2 GeV is reflected in the turn-on curvectv is in line with the optimal
performance as expected from simulations.

5.4 Energy calibration and performance

Another critical aspect of operating the L1Calo triggerhis €nergy calibration of the input signal
which translates ADC counts in the PPMHEg delivered to the CP and JEP systems for further
processing. Currently all calibration coefficients are lenpented in an intermediate board, called
the Receiver16], through which all analogue signals pass while travelimogf the detector to the
PPM inputs. The Receiver contains an operational ampliffdchvis used to scale the analogue
signals to ensure thEer measured in the PPM and calorimeters is equal. It is planmedé the
LUT for future corrections of dead material, crack losses aon-linearities.

The present calibration is derived from the Energy Scarsgried in sectiod.3, using ded-
icated calibration pulser runs which are regularly taketwben LHC luminosity fills. Based on
these energy scans, the analogue gain factors are deriveddy TT by comparing the energy
measured in L1Calo to the more precise calorimeter measmnterithe status of the energy cali-
bration is regularly verified in the analysis of collisiontalaFigurel7 shows the energy correla-
tion plots between trigger and offline calorimeEgr and reflects the good agreement between the
L1Calo and calorimeter measurements.

By the end of the 2010 running period, sufficient data had lsedacted in order to perform
detailed studies of the energy calibration on a channatiannel basis and as a function of rel-
evant observables. Figule shows the derived fractional difference between L1Calogffiohe
transverse energy as a function of the offline transverseygn@&he L1Calo energy is calculated
using two different methods: the energy based on the ADC paakple and the energy based
on the result of the LUT. Disregarding a minor overall offdbe 2010 calibration reveals small
LUT deviation at low energies. This effect was found to be ttua rounding bias in the way the
LUT was derived which was successfully corrected for thel2@dta taking period such that the
agreement is now better tharl% for Er>10 GeV.
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Figure 18. Fractional difference between L1Calo transverse eneandyoéfline transverse energy as a func-
tion of the offline transverse energy. The L1Calo energy Isutated using two different methods: the
energy based on the ADC peak sample and the energy based ossthiof the LUT. The plots show
the results for the electromagnetic barrel (EMB) derivexdirf(a) 2010 data in comparison with the results
using(b) 2011 data which include improvements in the LUT calculation

5.5 Performance during physics data taking

The calibration activities described above result in a weejl calibrated PPM and L1Calo Trigger
as depicted in figurd9. Figure (a) shows the rate for three primary triggers produced by the
L1Calo Trigger versus the instantaneous luminosity. Thygér rates themselves are stable and
mostly scale well over a wide range of luminosities and tirie .expected, pile-up effects mainly
affect the missing and tot& triggers as well as the jet trigger items based on forwararicaetry.

The stability of the system can also be seen in the sharpgresige of the efficiency curves which
saturate at high values as presented in figbydor an inclusive electron trigger. Here the trigger
efficiency versugkr is shown for a L1 trigger threshold and the corresponding n® BF triggers
which are seeded by the L1 trigger.

6 Conclusions

The PreProcessor System is a central component of the [Le@allorimeter Trigger. It uses a
pipelined design to process 7168 analogue Trigger Toweaksgrovided by the calorimeters in
order to measure the signat and assign the signal to the proper LHC BC in under a microsec-
ond. The integrity of these measurements has a direct ingatie efficiency of the ATLAS
Trigger System.

The PreProcessor Module, in particular, has been shown twmpbeating successfully and
essentially error free after the initial validation in trebland at CERN, followed by the 2010
and 2011 LHC physics data taking periods. During the 201Gsiphydata taking, incremental
improvements of the timing, the BCID performance and therggnealibration established the
L1Calo System with close to ideal performance such that ihil26nly minor adjustments were
necessary. With even larger data samples being recordéwt ingiar future, further optimisation
of the calibration will be possible such as a tower-by-toemergy calibration based on identified
physics objects with precisely known energies, for exarefdetrons fronZ decays.
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Figure 19. (a) Unprescaled L1 rates from the initial 2011 data taking gkese a function of the instanta-
neous luminosity for an electromagnetic trigger with a $hid of 14 GeV, a tau trigger with a threshold of
15 GeV and a jet trigger with a threshold of 30 GeV. The ingtaabus luminosity used is the online measure-
ment. (b) Efficiencies for e20medium at each trigger level (L1, L2 and EF) measured &ith eeevents
using the tag-and-probe method. Efficiencies are meassgradunction of the offline electror for can-
didates satisfying tight identification requirements. Ogife sign electron pairs with 89 Mee < 100 GeV
are used for th& — eeselection.
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