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ABSTRACT: Using the high granularity of the CALICE analog hadron calorimeter (AHCal), a
tracking algorithm was developed. It is capable of finding tracks of particles that behave like
Minimum Ionizing Particles (MIP) both in muon events and in hadronic showers. The performance
and known limitations of the algorithm, as well as corrections for the energy deposition of inclined
tracks are discussed. The efficiency for track finding and the purity was determined using simulated
muon events. The track segments identified in hadronic events are sensitive to the spatial structure
of the showers. Hence, the intrinsic properties of the tracks found are used as observables in a
comparison between Monte Carlo simulation and testbeam data.
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1. Introduction

The CALICE collaboration performed tests on new calorimeter technologies for the planned Inter-
national Linear Collider (ILC). Several prototypes were investigated during the testbeam phase at
DESY (2006), CERN (2006 & 2007) and FNAL (2008 & 2009).

The analog hadron calorimeter (AHCal) has been successfully used in all five test-beams. It is
a sampling calorimeter with a size of ≈ 1m3 with 38 layers using 2 cm of steel as absorbing mate-
rial, resulting in a depth of approximately 5.3λ . The active layers have a very granular structure,
using scintillator tiles from 3× 3cm2 up to 12× 12cm2. Each scintillator tile is read out with a
Silicon Photomultiplier [1].
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run number energy [GeV] particle # events
330850 10 π− 235000
330647 15 π− 250000
330771 20 π− 257800
330650 25 π− 229000
330412 40 π− 118400
331284 50 π+ 300000
331282 60 π+ 300000
331280 80 π+ 300000

Table 1: The runs used in this note.

This granular structure allows for identification of tracks generated by Minimum Ionizing
Particles (MIP) passing through (parts of) the detector. This note presents an algorithm for the
identification of MIP-like track segments within hadronic showers (see Section 3) and uses the
parameters of the tracks found as observables, sensitive to the shower substructure. It expands the
studies presented in [2] by introducing a more sophisticated algorithm. This algorithm was already
used to reestablish the calibration in-situ after a transportation of the AHCal calibration constants
taken at FNAL to CERN conditions where they were applied to the CERN data runs (see [3] for
more details).

A few examples of identified MIP tracks are displayed in Figure 1. As one can see, the tracks
provide information on the 3D substructure of hadronic showers. This information is used for
confronting Monte Carlo simulations with data (Section 4).

2. Testbeam Setup and Software

2.1 Testbeam Setup

For this note testbeam data from π− runs taken at CERN in the year 2007 was used. The experi-
mental apparatus used the Silicon-Tungsten ECal (30 layers, depth: ≈ 1λ ) in front of the AHCal
and a Tailcatcher after the AHCal. A description of the complete setup can be found in [4]. For
this note only data from the AHCal was used.

A complete list of the runs used is given in table 1.

2.2 Monte Carlo Simulation

Hadronic processes cannot be modelled exactly, making predictions and simulation of interactions
difficult. However, there exist different models, each valid only for a specific energy region, that
give good approximations. The Monte Carlo software Geant4 implements several models to form
a physics list which describes the full energy region. The physics lists are based on the following
models[8]:

QGS Theory driven Quark-Gluon-String model. Divides nuclei in quark and di-quarks and con-
nects partons by quark gluon strings, which hadronize. Used to simulate the interactions on
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(a) Typical shower in the hadronic calorimeter.

(b) Particle passing without interaction, probably a
muon.

(c) Neutral particle between main part of the shower
and incident track.

Figure 1: Typical hadronic shower response/development in CALICE AHCal for a 25 GeV π− run.
The incident beam comes from bottom left (blue axis). Grey tiles have “fired”, red tiles have fired
and are part of an identified track. Note the different tile sizes of the calorimeter.
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protons, neutrons, pions and kaons with nuclei in the energy range from 10 GeV to 50 TeV.
Needs other models (e.g. Precompound) to de-excite and fragment the residual nuclei.

FTF Theory driven Fritiof model. String formation is performed via scattering of projectile on
nucleons. Valid for energy regions > 4GeV.

LEP Low Energy Parametrization. Derived from Geant3 GHEISHA model. Based upon parametriza-
tion of existing data. Valid for energies < 50GeV.

HEP High Energy Parametrization. Just as LEP, derived from Geant3 GHEISHA model and based
on parametrization of existing data. Valid for energies > 20GeV.

Binary Cascade Theory driven model. Nucleon-nucleon scattering is done by resonance forma-
tion and decay. Can be used for low energies (< 10GeV).

Bertini Cascade Theory driven model. Includes intranuclear cascade, followed by precompound
and evaporation phases for the residual nucleus. Valid for low energies (< 10GeV).

Precompound model Theory driven model. Used as backend for other models to model precom-
pound and evaporation phases of residual nuclei.

The following physics lists were considered[7]. To smoothen the transitions between the dif-
ferent models, Geant4 chooses randomly between the available models of the current physics lists
in the transition region on an event-by-event basis.

LHEP Combination of LEP and HEP.

QGSP_BERT Combination of QGS with Precompound model (E > 12GeV), Bertini Cascade
(E < 9.9GeV) and LEP model (9.5GeV < E < 25GeV). This is the standard physics list
used by the LHC experiments.

QGSP_BERT_TRV This is a variant of QGSP_BERT with a different transition region between
the LEP and the QGS model: LEP model is used from 9.5 GeV to 15 GeV, QGS model is
used from 10 GeV on.

QGS_BIC Combination of the QGS model with the Binary cascade.

FTF_BIC Uses the Binary cascade for protons, neutrons, pions and kaons for energies below
5 GeV. For energies above 4 GeV the Fritiof model is used.

FTFP_BERT Uses the Precompound model and the Bertini Cascade for the low energy region.
For the high energy region, the Fritiof model is used.

For each physics list a total number of 100,000 π− events was generated for each of the runs
listed in table 1 (i.e. 800,000 per physics list). Note that the simulation was done entirely using
π−, while some of the testbeam runs were π+. Both particles should behave similar, but the π+

beam are expected to have a higher proton contamination. However, this effect was not seen in
the plots presented in this note. Please note that unlike in real data the position of the HCal was
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not translated in x or y in the simulation, and that the beamprofile was fixed to be gaussian with a
spread of σx = 20mm and σy = 10mm.

Geant4 only simulates the energy deposition in the scintillator tiles. Effects coming from the
electronic read out, optical crosstalk between the scintillator tiles and the response of the used
SiPM detectors are simulated in the digitization. In addition, all known dead or noisy cells are
removed from the sample. Noise is not simulated, but taken from pedestal runs from the testbeam
and overlayed over the results from Geant4.

2.3 Software and Event Selection

The simulated files were produced using Mokka (v07-02) with Geant4 (geant4-09-03). For this
note the current version of calice (v02-00) and ilc software (v01-07) was used. In addition a fixed
version of the TriggerSim Processor by David Ward [9] was used, as it is in the upcoming version
of calice v03-00. It creates trigger information for the Monte Carlo simulation and is necessary
to reject muons generated from the two-body-decay π−→ µ−νµ before entering the calorimeter,
which will happen especially for lower energies (. 20GeV). For higher energies the number of
pions decaying to muons is negligible. The rejection is done in the same way as for real testbeam
data by using only events passing the trigger option “beam”, rejecting all particles not passing the
two centered 10×10cm2 trigger scintillators. In order to reject multi-particle events we require a
maximum number of 15 hits with a maximal energy deposition of 17 MIP in the first 10 layers of
the ECal. In addition we rejected events hitting the 1×1m2 veto trigger with a hole of 20×20cm2.

3. The Tracking Algorithm

3.1 Isolated Hits and Track Parameters

The shape of a hadronic shower varies and it can happen that a lot of energy is deposited in a small
volume. Hence identification of single minimum ionizing particle tracks in events with hadronic
showers is not easy, as one cannot be sure that the tile was hit only by a single particle. To increase
the probability of finding a track containing only isolated hits, an isolation criterion is introduced.
The tracking algorithm will only use hits fulfilling this criterion.

As we have no magnetic field in the CALICE experiment, the presented algorithm was opti-
mized for finding straight tracks.

3.1.1 Isolated hits

A calorimeter cell is called ’hit’ if it’s signal exceeds 0.4 MIP. This signal can be generated by
either noise, a single particle or by multiple particles passing the tile. The algorithm presented in
the subsequent Section tries to identify all possible track combinations. As we are only interested
in track segments coming from a single particle, the algorithm relies heavily on using only single
particle hits.

Definition: Isolation Criterion A hit is called isolated if in a single layer the hit does not have a
direct or diagonally adjacent neighbouring hit.

Figure 2 shows an illustration for the isolation criterion. The blue hits have directly adjacent
hits while the yellow one is the only hit without a neighbour in the same layer.

– 5 –



isolated hit non isolated hits

Figure 2: Illustration of isolation criterion. It shows a layer in the detector (schematic). Blue tiles
are hit but non isolated, yellow tiles are hit and isolated.

3.2 Track Finding

The tracking algorithm used for identification of single particle tracks is a local search method
working layer by layer. A track is followed from the beginning to the end.

The algorithm has the following steps, which will be discussed in detail in the following Sec-
tion:

1. Search for isolated hits in all layers using the isolation criterion from Section 3.1.1. A cell is
called hit if the energy deposited exceeds 0.4 MIP.

2. Use the isolated hits as start point (seed), starting from the first layer in beam direction. For
each of these points:

(a) Increment by one layer in beam direction and search for unused isolated hits that can
continue the current track. The search window is ±1 cells in x and y (when z is beam
axis), resulting in 9 checked cells. For a 1D illustration see Figure 3.

(b) Repeat last step until the end of the detector is reached or no continuation hit can be
found. The algorithm allows for gaps, i.e. maximum one consecutive layer with no hit.

3. Once the track is completed, start over with the remaining isolated hits in the detector to find
more tracks.

As the algorithm works layer-wise for each track there is a maximum of 1 hit per layer. With the
isolation criterion it is then very likely that the found track was generated by a single particle.

3.2.1 Tracking

The number of hits n within the search window is counted. This number can have one of three
outcomes:

n = 0 No direct successor available for continuation. Either end the track here, or skip over this
layer to continue the search in the next layer. The maximum number of layers allowed to be
skipped is set via the steering parameter maxGapSize, by default set to 1. (see Figure 4)
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Figure 3: Illustration of search window of the algorithm.

n = 1 Exactly one successor which gets added to the track and is the new source for searching
for hits in the next layer. However, a noise hit could be picked up, see Figure 5a. In such
cases the algorithm can get distracted and continues the track in the wrong direction, where
it usually ends (Figure 5b). So after we declare a track as finished, we check for this situation
and continue the track in alternative ways including gaps, if possible.

n > 1 If we have multiple successor hit candidates (see Figure 6), we have to choose which one
should actually be added to the track. This is done by treating these hits as new seeds and
recursively searching a track for each of them. The tracks resulting from this search are
categorized into two types:

1. tracks that fulfill all necessary criteria (track length, gap fraction, . . . ) to be accepted
on their own (illustrated by the top hits in Figure 6)

2. tracks that would need to merge with the initial track (illustrated by the bottom hit in
Figure 6)

The next step consists of merging the initial track with the longest track of category 2 if
this would result in a valid track. If it wouldn’t, merge with the first one of the tracks of
category 1. The remaining tracks of type 1 are added to the list of tracks found. This strategy
maximizes the number of isolated hits found.

3.2.2 Track Requirements

In order to mark a track candidate as valid it has to fulfill the following requirements:
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(a) No hit to continue the track. (b) Search continues in next layer.

Figure 4: Schematics of the scenario n = 0.

(a) Noise hit next to gap. (b) Search gets distracted by noise hit.

Figure 5: Distraction of the track-finding algorithm by a noise hit in a real gap.

1. A track is required to have a length of 6 or more layers (minTrackLength = 6).

2. Gaps in the track must not be longer than the allowed size of 1 layer (maxGapSize = 1).

These steering parameters of the algorithm have shown that they provide good results with
very few false tracks, i.e. tracks that were found but are in fact random (noise) hits. For an analysis
on false tracks see Section 3.4.1.
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Figure 6: multiple track continuation hits

3.3 Limitation and Correction in Track Angle considered

3.3.1 Track Angle limitation

By taking the directly adjacent hits, tracks are limited to particles which travel with a maximum
angle θ with respect to the beam axis as shown in Figure 7.

h

w d

zθmax

Figure 7: Maximum track angle that can be found with this algorithm

With a tile width w of 5 mm, a typical distance d of about 28 mm [10] between the tiles, and
a tile height h of either 30, 60 or 120 mm, one can calculate the maximum angle for a track that is
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possible to be identified by the algorithm:

θmax = atan(
2h

2w+d
)

= atan(
2h

38mm
)

(3.1)

This leads to a maximum track angle as function of the tile size, which is shown in the following
table:

h [mm] 30 60 120

θmax [◦] 58 72 81

As we don’t know the actual angle of the passing particle, we redefine θ for the rest of the
note to be:

θ =

√
∆x2 +∆y2

∆z
(3.2)

where ∆x,∆y and ∆z denote the delta of the position between the first and the last hit of the track.

3.3.2 Track Angle correction

A particle passing through the scintillator tiles deposits energy. The mean energy loss per unit
length dE

dx is determined by the Bethe-Bloch formula [11], while the distribution of the energy
deposited in the scintillator tile is given by the Landau distribution describing the energy loss in
thin absorbers [12], taking the continuous energy loss of Bethe-Bloch, Bremstrahlung effects and
energy loss through delta electrons into account. The energy deposited Ed is proportional to the
distance travelled d:

Ed ∝ d (3.3)

θ

z

track

tile

d

Figure 8: Correction of energy deposited per tile according to tracking angle.
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If a particle is not parallel to the z-axis, its flight distance d in the tile increases (Figure 8).
The AHCal uses the Most Probable Value (MPV) of the Landau distribution as reference for e.g.
obtaining calibration. Hence the Landau distribution per tile for normal incidence (parallel to the
z-axis) including the correct position of the MPV is needed. Therefore the energy deposited has to
be corrected for the angle of incidence θ :

E‖ = Ed · cos(θ) (3.4)
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(a) MPV: uncorrected
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(b) MPV: after applying the sim-
ple correction
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(c) MPV: after applying the fit
based correction
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(d) mean: uncorrected
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(e) mean: after applying the sim-
ple correction
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(f) mean: after applying the fit
based correction

Figure 9: 2D projection of detector showing the peak of the Landau convoluted Gauss (“Langau”)
fit for each tower (upper row) and their mean value (lower row).

To see the effects all hits of a tower are filled into a single tower histogram. A tower includes
all hits with the same (i, j), independent of the layer index k. This can be seen as 2D projection
of the detector on its front face. As the beam hits the detector at the center, a tower is roughly hit
by tracks of similar angle θ as defined in Equation 3.2. Hence the energy deposition of the tower
should be dependant on the mean angle of the tracks hitting the tower.

The tower histograms are then fitted with a langau function, which is a convolution of a Landau
distribution with a Gaussian. The Gaussian part is due to electronic noise, photon statistics and
other effects[5][6]. As the data is calibrated, the expected result of the Most Probable Value (MPV)
of the langau fit for straight tracks is 1 MIP. The actual results for the uncorrected case are shown
in Figure 9a. The mean of all MPVs is at 1.24 MIP with only the peak of the towers in the center
of the detector layer being at the expected 1 MIP, but having a look at the borders reveals increased
energy deposition by up to 40%. This can be seen as well in the red histogram of Figure 10a,
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(a) Langau-Fit peak positions after applying the
corrections.
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Figure 10: Effects of angle correction on peak of Landau convoluted Gauss (“Langau”) -Fit per
tower, i.e. all hits with the same (i, j).

showing the peaks of the Langau-Fit of a given AHCal tower, and Figure 10b where the deviation
of the peaks from 1 MIP are plotted against the mean track angle per tower.

Replacing the energy by its projection on the beam axis improves the situation (Figure 9b, blue
plots in Figure 10) significantly, with a deviation of up to 20% and the mean of all MPVs now at
1.12 MIP.
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Figure 11: Landau distribution: fluctuation of MPV ∆p depending on material thickness. [13,
Figure 27.7] and [13, Figure 27.8]

However, this is still not the ideal situation. While Equation 3.3 describes the linear depen-
dency of the mean energy deposition on the distance covered d, the dependency of the MPV of
the Landau distribution on d is different. Figure 11 shows the Landau distributions for 500 MeV
pions in silicon [13]. The thickness of the silicon has an impact on the MPV of the distribution.
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For the scintillator material used in the AHCal a similar effect is expected. Figure 11b indicates
an expected change in the order of 5%. Therefore, the simple correction based on equation 3.3 is
extended as follows.
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(a) Langau-Fit peak positions.
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Figure 12: Effects of angle correction on the MPV of Landau convoluted Gauss (“Langau”)-Fit per
tower for simulated data using the FTF_BIC physics lists.

To determine the additional correction we simulated a π− at 25 GeV using the FTF_BIC
physics list. The results (Figure 12) show the dependency in addition to the already applied simple
correction. Clearly this is more than the expected 5% maximum deviation. Hence, a so far unspec-
ified effect shifts the MPV even further to higher values of the Langau distribution. This is subject
to further investigation. Nevertheless, this additional angular dependency can be corrected for by
fitting the deviation from the expected value of 1 MIP as shown in Figure 12b with a straight line
with two parameters (slope p1 and the offset p0) assuming a linear dependence on the cosine of
the angle θ . Using the result from this fit based on the tower histograms, the energy deposition is
corrected for each track individually, based on its angle θ :

Efitcorrected = Euncorrected · cosθ · 1
1− (p1 · cosθ + p0)

(3.5)

The effects of this additional correction can be seen in Figure 9c and the green plots in Fig-
ure 10. Clearly this Monte Carlo based fit correction reduces the dependency on the track angle
significantly to below 10% with a mean of the MPVs at 1.01 MIP.

Note that independently of the type of angle correction applied, the energy of the track hits
gets reduced. This moves some of the hits below the previously applied cut of 0.4 MIP and can be
seen in the histograms presented in this note.

3.4 Performance of the Algorithm

3.4.1 Fake Tracks

A fake track is defined as a track found by the algorithm where actually no particle was present.
This can happen for example due to noise hits. To check how robust the code is against fake
tracks, tracks are reconstructed in random trigger (pedestal trigger) events outside of the spill and
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Figure 13: Noise hits of event 330650 (25 GeV π−), their distribution along the z axis and the
distribution of identified tracks within these noise hits.

calibration time window. These are recordings of events which lay outside of the window of particle
extraction from the accelerator and therefore contain no incoming particles except, maybe, cosmics.

After analyzing 12378 pedestal trigger events we get a mean value of 0.016 (fake) tracks per
event. For the applied noise cut we expect ≈ 1.1noisehits (see Figure 13a) per layer resulting in
a rate of ≈ 0.004 fake tracks per event for uniformly distributed noise. This difference can be
explained when looking at Figure 13b, showing the ratio both of the number of (fake) tracks found
in a layer and the amount of noise per layer. As one can see the noise is not uniformly distributed
throughout the detector and hence the probability of identifying a track is increased in areas with
higher noise (e.g. layers 1 to 8). Hence the number of fake tracks is expected to be higher in these
detector regions, which is indeed the case.

This effect has an impact on the starting and the stopping layer of the fake tracks, shown in
Figure 14. For uniform noise, the starting and stopping layers of the fake tracks should be uniformly
distributed. There is an exception for layers 30 and 31, where the change in geometry from the fine
to the coarse tile structure of the AHCal changes the impact of the isolation criterion. Hence, there
is a step expected at ≈ layer 30 for the stopping layers (Figure 14b), and accordingly for tracks
with a length of 6 layers around layer 25 for the starting layer (Figure 14a). Both steps can be
seen. However, in addition about 25% of the tracks start in the first 2 layers and end around layer
7, which is caused by the increased noise level in that detector region.

Depending on the energy in beam events on average about 1 to 3 tracks per event are found.
This gives us a fake track rate of a few per mille level, which is negligible.

3.4.2 Comparison based on Monte Carlo information

In order to estimate the track finding efficiency of the algorithm, it was used on Monte Carlo
generated data where the flight path of the incident particle is well known. This study was done
using muons which create exactly one clearly defined track per event, typically passing through the
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Figure 14: Starting and Stopping layer for fake tracks.

entire detector setup. This MC information determines the actual tiles that were hit by the incident
particle, as well as their multiplicity nreal. Comparing these with the hits found by the algorithm,
one gets the number of correctly identified hits nid and the number of incorrectly identified hits
nnoise.

Note that the algorithm was not optimized for finding straight muon tracks, but is used for
finding isolated track segments in hadronic showers with a lot of secondary particles. With the
used parameters (see Section 3.2.2) the tracking algorithm will abort tracks more often, instead
of risking picking up false hits. This will split the single muon track into two or more parts with
each of the parts being counted as a track. Therefore, each of the parts has to fulfill the track
requirements like the minimum track length, which is not possible when it is too short (e.g. the
break up happened near the end of the detector). Another set of track requirements, optimized for
the identification of long muon tracks would perform better, but is not used as the algorithm is used
for the identification of track segments within hadronic showers. Hence, this muon based efficiency
comparison is just an indication of the actual tracking performance.

Two different observables were monitored:

• hit finding efficiency ehit = nid
nreal

• hit finding purity phit = nid
nid+nnoise

The results from a MC simulation run with ≈ 100,000 muons at 35 GeV (digitization based
upon π− run 330557) can be seen in Figure 15. As one can see, the purity of the tracks found has
a peak near 1 with a mean value of 82.6%.

A third observable is the track finding efficiency etrack, defined as the efficiency of the algo-
rithm in identification of tracks with a purity higher than a certain minimum tpurity (Figure 16):

etrack =
#events with phit > tpurity

#events
(3.6)
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(b) hit purity

Figure 15: The hit efficiency ehit and purity phit of the tracking algorithm.
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Figure 16: Track efficiency etrack dependent on purity threshold ppurity of the algorithm.

While the efficiency in finding all hits of the particle’s track ehit is at 80.7%, the efficiency in
finding at least 50% of the particle’s track in an event is 85.7% and to find any hit it is close to full
efficiency (98.9%).

4. Comparison Data - Monte Carlo

4.1 Comparison

The characteristics of MIP-like tracks reflects the spatial structure of hadronic showers. By com-
paring to simulation the shower modeling provided by the different physics lists can be validated.
Here, the four following parameters were chosen: track length, track angle, track multiplicity and
gap fraction.

It is important to note that the algorithm can introduce a correlation of different variables
considered here. For example, the track length can be anti-correlated with the track multiplicity,
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since very long tracks might be split into two by the algorithm, leading to a shorter average track
length while yielding a higher multiplicity. Still, the comparison of all variables to simulation
provides valuable information to evaluate the different physics lists.

The comparison is done for π− data at energies in the range from 10 GeV up to 80 GeV. Details
about the physics lists can be found in Section 2.2.

4.1.1 Track gap fraction

The track gap fraction measures the relative number of gaps in a track, i.e. the ratio of cells that
were not ’hit’ over the total number. It is sensitive to genuine noise hits if these are placed directly
adjacent to a signal hit, rendering the hit non-isolated. Hence it is a test on the correct digitization
of noise, cross-talk and other effects of the simulated events (see Appendix A for the influence of
noise hits on the track gap fraction).

The fraction of the gaps in the tracks found for the different physics lists is shown in Figure
17. For the direct comparison the 25 GeV run is taken. In this case the data for all physics lists
provide tracks with too few gaps and they exceed the testbeam data for a gap fraction . 10%.
When comparing the average value for all energies (Figure 17b) one can see a step structure within
the testbeam data results which is reproduced in the simulation. This is likely due to different noise
levels of the different runs (caused by e.g. different temperature levels). Since the noise is extracted
from the data runs and added to all simulated data in the same way for all physics lists during the
digitization step, this structure is reproduced well by all lists. However, all simulations provide
too low gap fractions. This could point to differences in the Monte Carlo digitization and the real
detector response. As genuine noise is used during the simulation, the difference is most probably
caused by other effects in the digitization e.g. subtleties in the simulation of the optical crosstalk.
The tracks from the LHEP physics lists simulation are furthest away from the testbeam data, while
the remaining five physics list lie very close together and provide similar results.

4.1.2 Track length

The track length gives the distance a particle travels before participating in a hadronic interaction,
in units of AHCal layers:

real track length =
# layers passed

cosθ
(4.1)

It’s exponential decrease is sensitive to high energy cross sections, especially for secondary parti-
cles created in or after the first hadronic interaction.

Figure 18 shows a comparison of the track length between data and Monte Carlo simulation for
25 GeV. The track length for the 25 GeV run in Figure 18a shows the exponential fall-off expected
from the hadronic interaction of particles passing through matter. The peak at 38 layers is coming
from punch through hadrons or muons coming from π−→ µ−νµ decays. Most but not all muons
from this decay get rejected by using the trigger, i.e. by requesting a hit in both of the 10×10cm2

scintillators. For a 4.5λ calorimeter, only 1.1% of pions are expected to traverse the whole detector
without hadronic interaction.

To be able to study tracks coming from the incoming beam particle (“primary” tracks) and
tracks being created in hadronic interaction (“secondary” tracks) individually, the histogram from
Figure 18a is split into two: For the primary tracks a histogram containing only tracks starting in
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(a) track gap fraction distribution for 25GeV - normalized to
1.
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(b) Average track gap fraction for all energies.

Figure 17: Data - Monte Carlo comparison: track gap fraction for different energies. Grey area
gives size of statistical error for LHEP.

layer 1 or 2 (Figure 18b) and for the secondary tracks a histogram containing tracks starting in
layer 3 or later.

The histogram containing the secondary tracks can be seen in Figure 18c. Those tracks are
created mainly by secondary particles coming from the shower core and hence is sensitive to the
correct modeling of high energy cross sections within the physics list. Here the difference between
testbeam data and simulation is below 10%, with the simulation producing less shorter tracks, but
on average all physics lists produce tracks that are longer than the ones from testbeam data, which
can be seen as well in Figure 19a. The fluctuations at the end are due to insufficient statistics
(compare with statistical error indicated by the gray area, here shown for the LHEP physics list).
The exponential decrease is reproduced well by all physics lists, demonstrating a good description
of the cross sections in the models.

The punch-through particles can be seen as well in Figure 18b showing the primary tracks.
All physics lists recreate the peak around the full detector length of 38 layers. This indicates a
good understanding of the simulation of the beamline, including the decay of pions to muons
and the trigger. The exponential fall is interrupted for track lengths around 28-30 layers. This
is due to the change in the geometry of the AHCal from fine to coarse after the first 30 layers.
Two particles resolved in the fine granularity might become unresolved and give non-isolated hits,
therefore ending the track. Hence many tracks will stop in layer 30, leading to the observed length
distribution for tracks starting at the front face of the AHCal. This jump in track length can be seen
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(a) track length distribution for 25GeV - normalized to num-
ber of events.

) [HCal Layer]
)θcos(

length
Real Track Length (

5 10 15 20 25 30 35

M
C

/D
a

ta

0.6

0.8

1

1.2

1.4

1.6

1.8

25 10 15 20 25 30 35

E
n

tr
ie

s
 (

n
o
rm

a
liz

e
d

 t
o

 n
o

. 
E

v
e

n
ts

)

-3
10

-210

-110

1

10  data_rec_v0408-
π

 LHEP-
π

 QGS_BIC-
π

 QGSP_BERT_TRV-
π

 QGSP_BERT-
π

 FTF_BIC-
π

 FTFP_BERT-
π

CALICE preliminary

(b) track length distribution, starting layer 1 or 2.
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(c) track length distribution, starting layer ≥ 3

Figure 18: Data - Monte Carlo comparison: track length. 18a shows the full histogram for a 25 GeV
run (normalized to the number of events). The lower plots show a decomposition of 18a, with 18b
showing tracks starting in layer 1 or 2 and 18c showing all tracks starting in layer 3 or later. Both
plots are normalized to number of events. The gray area in all ratio plots indicates the size of the
statistical error taken for the LHEP physics list.
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both for testbeam data as well as for all simulations. However, the jump is stronger in all considered
physics lists compared to testbeam data, indicating potential problems in the digitization, i.e. in
the simulation of the optical crosstalk which might differ for different tile sizes and hence creates
a different number of fake hits, changing the number of isolated hits.

Figure 19 shows the evolution of the mean value and the result of an exponential fit of the track
length distribution (as already shown in Figure 18a) as a function of energy, where the exponential
fit was limited to the range of 8 to 30 layers. This range was chosen as it reduces the probability of
being sensitive to the jump in AHCal geometry in layer 30.

For the mean value for all energies (Figure 19a) the physics lists all show good agreement
with the testbeam data. Especially for energies higher than 20 GeV the difference between simu-
lation and test beam data is at the order of 1%, with a slight tendency towards longer tracks in the
simulation. Noise hits can influence the isolation criterion which can lead to tracks being aborted
early. If the amount of noise is not added correctly during the digitization phase of the simulated
data, this will lead to a constant offset between all physics lists and the testbeam data. Figure 20
shows the results from QGSP_BERT_TRV which has been digitized once in the normal way with
noise added, and once without. Note that the remaining effects in the digitization like SiPM satu-
ration and optical crosstalk were not switched off. Clearly the described offset can be seen. In the
presented case all physics lists seem to be too long, which could be due to this effect.

Figure 19b shows the slope of the exponential fit. Nearly for the entire energy range the
absolute value of the slope is smaller for all physics lists when compared to the testbeam data, with
deviations up to 4% and even 6% for LHEP. Consistent with Figure 18c there is a grouping of the
physics lists QGSP_BERT(_TRV), FTF_BIC and FTFP_BERT which all provide similar results
with a constant offset around 3 to 4% for energies greater than 20 GeV. QGS_BIC is closest to data
in the mean energy range. This again indicates a good agreement for the high energy cross sections
between simulation and data, with still room for improvement.

The decrease of the mean track length to higher energies was not studied. A reason could be
that showers tend to be denser at higher energies, effectively reducing the number of isolated hits
that are used for reconstructing the tracks.

The total track length, i.e. the sum of the length of all identified tracks per event, is shown
in Figure 19c. It is expected to be correlated with the total energy deposit. However, due to
the increasing density of the showers resulting in a lower track finding efficiency, this behaviour
is expected to be non linear. All physics lists were able to reproduce this behavour. However, the
discrepencies between the physics list can be seen clearly, with LHEP and QGS_BIC being furthest
away from data. This discrepency is caused by a low track multiplicity which will be discussed in
detail in Section 4.1.4.

4.1.3 Track angle

The track angle is sensitive to the scattering angle of secondary particles created in hadronic show-
ers and hence the shower structure.

The comparison for the angle distribution of the tracks is shown in Figure 21a for 25 GeV. The
distribution shows many tracks at angles θ lower than 5 ◦ (≈ 20% of all tracks). As in every event
the incident particle is not inclined, the initial track of the incoming particle is major contributor to
those low angle. If we go to higher angles, the number of tracks found decreases until it vanishes for
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(a) Average track length.
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(b) Slope of exponential fit to track length.
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(c) Average of sum of the length of all tracks per event.

Figure 19: Based upon Figure 18a showing the mean (Figure 19a) and the slope of the fit (Figure
19b, fit range 8 to 30). Figure 19c shows the mean value of the sum of the length of all tracks per
event. All upper plots contain error bars, for the ratio plots the gray area indicates the statistical
error taken for LHEP.
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(a) Average track length.
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(b) Slope of exponential fit to track length.

Figure 20: Track length for 25 GeV (20a) and mean value for total energy region (20b). Here the
physics list QGSP_BERT_TRV is shown, once digitized with added noise hits and once without.

θ > 65 ◦. This is not necessarily due to the shower shape but the incapability of the used algorithm
to identify tracks at very large angles (see Section 3.3.1).

All physics lists considered with the exception of LHEP and QGS_BIC provide tracks that are
similar to the ones from data. The tracks produced by LHEP and QGS_BIC all have lower angles.

This can be seen as well when comparing the mean value for the complete energy range shown
in Figure 21b. LHEP is significantly below the data over the whole energy range, while QGS_BIC
performs better but is still too low. The remaining physics lists are again quite close together and
reproduce the result from data better, while they all tend to produce tracks at lower angles than
testbeam data, especially for higher energies.

4.1.4 Track multiplicity

The track multiplicity is mostly influenced by the shower topology, especially the number of sec-
ondary particles created. In addition the quality of the digitization contributes through the repro-
duction of finding and splitting of tracks due to noise.

The number of tracks found per event is shown in Figure 22. In the case of 25 GeV (Figure
22a) all presented physics lists tend to have a lower track multiplicity when compared to data,
with LHEP being furthest away followed by QGS_BIC and FTF_BIC, where the latter is not too
far away from the remaining three lists. A similar picture arises when looking at the mean value
of the complete energy range. Again the number of tracks provided by the LHEP physics list
simulation is far too low, followed by QGS_BIC. The remaining four lists are quite close together,
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(a) track angle distribution for 25GeV - normalized to 1.
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(b) Average track angle for all energies.

Figure 21: Data - Monte Carlo comparison: track angle for different energies. The grey area gives
the size of the statistical error for LHEP.

with QGSP_BERT being closest and FTF_BIC furthest away from the results of the testbeam data.
However, for energies above 25GeV the track multiplicity of all simulated physics lists is too low.

4.2 Conclusion on Comparisons

On the basis of the chosen parameters of track length, angle, multiplicity and gap fraction, the
results of the four physics lists QGSP_BERT, QGSP_BERT_TRV, FTFP_BERT and FTF_BIC
gave a satisfactory description of the data, with QGSP_BERT(_TRV) performing best. The results
from the comparison of data produced with the remaining two physics lists LHEP and QGS_BIC
show larger discrepancies with the data, in particular a generally too low multiplicity and angle
of the tracks, indicating an insufficient number of well separated secondary hadrons outside of the
shower core. Still, both models reproduce the trend of the mean values of the chosen parameters as
a function of energy.

The two observables sensitive to incorrect noise generation during the digitization of the sim-
ulated data (track gap fraction and track length) both show differences between Monte Carlo and
real testbeam data. As the noise used during the digitization is genuine data taken from the same
testbeam run that is used for the comparison, it is very likely that there are subtleties in one of the
other parts of the digitization, e.g. the simulation of optical crosstalk between adjacent scintillator
cells.

It was observed that the shower radius simulated with the LHEP physics list was smaller than
the one in data, consistent with our observation of lower mean track angles [14].
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(a) track multiplicity distribution for 25GeV - normalized to
1.
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(b) Average track multiplicity for all energies.

Figure 22: Data - Monte Carlo comparison: track multiplicity for different energies. The grey area
gives the size of the statistical error for LHEP.

5. Summary

A simple tracking algorithm has been developed that is capable of identifying tracks created by
minimum ionizing particles in hadronic showers. The algorithm relies on isolated hits and works
on a layer-by-layer basis. It intrinsically limits the angle of tracks reconstructed. The energy de-
position of inclined tracks is corrected. In a second step the intrinsic track properties track angle,
length, multiplicity and gap fraction are used as parameters in a comparison between testbeam
data and simulations created with various physics lists. For the given data the four physics lists
QGSP_BERT, QGSP_BERT_TRV, FTF_BIC and FTFP_BERT all give results that are close to-
gether and comparable to testbeam data, with a slight advantage in favor of the QGSP_BERT(_TRV)
lists. The energy distribution of hits on tracks found with this algorithm have also been successfully
used in calibration studies [3].
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A. Noise influence on track parameters

In order to see the influence of the correct digitization upon the track variables chosen for the com-
parison between data and Monte Carlo as presented in Section 4.1, the physics list QGSP_BERT_TRV
was digitized once with noise (taken from testbeam pedestal runs) and once without. The remain-
ing corrections like SiPM saturation and optical crosstalk were still enabled. As in Section 4.1 the
left side shows the actual distribution of the variable, and the right plot the mean of the variable
distribution over the whole energy range of 10 to 80GeV. The gray area shows the statistical errors
of the physics list including noise. Note that this data is produced without the cut on the ECal (see
Section 2.3) and hence the results are slightly different. However, one can clearly see the effect of
the missing noise.

– 25 –



]°Track Angle [

0 10 20 30 40 50 60

M
C

/D
a

ta

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2
0 10 20 30 40 50 60

E
n

tr
ie

s
 (

n
o
rm

a
liz

e
d
 t

o
 I

n
te

g
ra

l 
=

 1
)

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22

 data_rec_v0408-
π

 QGSP_BERT_TRV-
π

 QGSP_BERT_TRV no noise-
π

CALICE preliminary

(a) track angle distribution for 25GeV - normalized to 1.
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(b) Average track angle for all energies.

Figure 23: Noise influence: track angle for different energies. The grey area gives the size of the
statistical error.
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(a) track multiplicity distribution for 25GeV - normalized to
1.
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(b) Average track multiplicity for all energies.

Figure 24: Noise influence: track multiplicity for different energies. The grey area gives the size
of the statistical error.
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(a) track gap fraction distribution for 25GeV - normalized to
1.
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(b) Average gap fraction angle for all energies.

Figure 25: Noise influence: track gap fraction for different energies. The grey area gives the size
of the statistical error.
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B. Monte Carlo - Data comparison: Distributions for all energies.

This Appendix section contains the distributions for all energies for the four observables used in
the Monte Carlo to Data comparison in Section 4.1.

B.1 Track gap fraction
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Figure 26: Track gap fraction distribution for 10 GeV.
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Figure 27: Track gap fraction distribution for 15 GeV.
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Figure 28: Track gap fraction distribution for 20 GeV.
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Figure 29: Track gap fraction distribution for 25 GeV.
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Figure 30: Track gap fraction distribution for 40 GeV.
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Figure 31: Track gap fraction distribution for 50 GeV.
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Figure 32: Track gap fraction distribution for 60 GeV.
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Figure 33: Track gap fraction distribution for 80 GeV.
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B.2 Track length
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Figure 34: Real Track length distribution for 10 GeV.
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Figure 35: Real Track length distribution for 15 GeV.
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Figure 36: Real Track length distribution for 20 GeV.
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Figure 37: Real Track length distribution for 25 GeV.
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Figure 38: Real Track length distribution for 40 GeV.
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Figure 39: Real Track length distribution for 50 GeV.
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Figure 40: Real Track length distribution for 60 GeV.
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Figure 41: Real Track length distribution for 80 GeV.
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B.3 Track angle

]°Track Angle [

0 10 20 30 40 50 60

M
C

/D
a

ta

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2
0 10 20 30 40 50 60

E
n

tr
ie

s
 (

n
o

rm
a

liz
e

d
 t

o
 I

n
te

g
ra

l 
=

 1
)

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

 data_rec_v0408-
π

 LHEP-
π

 QGS_BIC-
π

 QGSP_BERT_TRV-
π

 QGSP_BERT-
π

 FTF_BIC-
π

 FTFP_BERT-
π

CALICE preliminary

Figure 42: Track angle distribution for 10 GeV.
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Figure 43: Track angle distribution for 15 GeV.
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Figure 44: Track angle distribution for 20 GeV.
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Figure 45: Track angle distribution for 25 GeV.
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Figure 46: Track angle distribution for 40 GeV.
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Figure 47: Track angle distribution for 50 GeV.
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Figure 48: Track angle distribution for 60 GeV.
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Figure 49: Track angle distribution for 80 GeV.
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B.4 Track multiplicity

Track Multiplicity / event

0 1 2 3 4 5 6 7 8

M
C

/D
a

ta

0

0.2

0.4

0.6

0.8

1

1.2
0 1 2 3 4 5 6 7 8

E
n

tr
ie

s
 (

n
o

rm
a

liz
e

d
 t

o
 I

n
te

g
ra

l 
=

 1
)

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

 data_rec_v0408-
π

 LHEP-
π

 QGS_BIC-
π

 QGSP_BERT_TRV-
π

 QGSP_BERT-
π

 FTF_BIC-
π

 FTFP_BERT-
π

CALICE preliminary

Figure 50: Track multiplicity distribution for 10 GeV.
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Figure 51: Track multiplicity distribution for 15 GeV.
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Figure 52: Track multiplicity distribution for 20 GeV.
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Figure 53: Track multiplicity distribution for 25 GeV.
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Figure 54: Track multiplicity distribution for 40 GeV.
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Figure 55: Track multiplicity distribution for 50 GeV.
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Figure 56: Track multiplicity distribution for 60 GeV.
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Figure 57: Track multiplicity distribution for 80 GeV.
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