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ATLAS activities at Tier-2s
● Storage of analysis suitable data 
(AOD, NTUP, D3PD, user)
● MC simulation
● User and group analysis 
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● Storage on disk of a fraction of derived data sample (ESD, AOD, TAG)
● Archival of the simulated data produced in the cloud
● Production of simulated data samples
● Group and User analysis
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● provide a private network for Tier1/2/3 traffic
● designed to guarantee high performance and 
reliability in the data transfers
● no additional resources required to those 
already provided by the various national research 
networks, in particular new backbones. 

After a preliminary phase of study and 
experimentation, the ATLAS experiment has 
identified 14 pilot sites to start deployment and 
test of this new generation network, and the 
ATLAS Tier2 of Naples is among them. 
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An ATLAS Tier-3 is a local institutes 
Grid-enabled computing center (no 
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● Tier-3 sites mainly used for User 
Analysis and testing; also enabled for 
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● 11 Tier-3s in the Italian Cloud (8 in Italy, 
2 in South Africa and 1 in Greece)
● Total of 730 job slots and 200 TB space 
on disk (starting from Summer 2011)
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