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) The Italian Cloud INFN-CNAF Tier-1

INFN

The ltalian Grid Computing Cloud The ltalian Tier-1 is located at the INFN-CNAF in Bologna and serves the
consists of several computing centers computing activities of the four LHC experiments and other communities supported
located at the Italian Universities and by the INFN
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An ATLAS Tier-3 is a local institutes
Grid-enabled computing center (no
pledged resources).

* Tier-3 sites mainly used for User
Analysis and testing; also enabled for
central MC production

* 11 Tier-3s in the Italian Cloud (8 in Italy,
2 in South Africa and 1 in Greece)

» Total of 730 job slots and 200 TB space
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