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ABSTRACT

Differential cross-sections for w°p and pp elastic scattering have
been measured at incident momenta ranging from 30 to 345 GeV and in the
t-range 0.002 (GeV/c)? < [t| < 0.04 (CeV/c)2. From the analysis of
the data, the ratio p (t=0) of the real to the imaginary parts of the
forward scattering amplitude vas determined together with the logarithmic
slope b of the diffraction cone.

The results on the real parts confirm the validity of the forward
dispersion relations at high energies. Using the dispersion relatioms, it
was shown that the experimental data on pﬁ_p(t=0) require a continuous
rise of the total %p cross-sections at least up to the energy of 2000 GeV
revealing thus a close similarity in high energy behaviour of mp and pp

interactions.

The results on the slope parameters from this experiment together with
the analysis of the available world data demonstrate that the existing
experimental data are consistent with the hypothesis of a universal
shrinkage of the hadronic diffraction come at high energies. The value of
the asymptotic shrinkage parameter gé was found to be independent on the
kind of the incident hadron and on the momentum transfer in the t-range
lt] < 0.2 (Gev/c)2: 2a5 = (0-28%0.03)(GeV/c) " 2.




1. INTRODUCTION

Measurements of soft elastic scattering of hadrons can be used to
obtain the real part of the forward hadronic amplitude by.analysis of the
interference between the hadronic and the Coulomb amplitudes. Dispersion
relations relate the real part to the toﬁal hadronic cross-section. These
relations are such that the real part at a given energy is sensitive to the
behaviour of the total cross-section at energies above that energy. This
possibility of using this method to probe the behaviour of the up
interaction at high energles, where direct measurements of the total
cross-section are not available, has been the primary motivation for the

present investigation.

The theoretical derivation of the dispersion relations is based on the
general assumptions of unitarity, crossing symmetry and analyticity of the
scattering amplitude. Furthermore, the condition of analyticity is related
to the validity of causality at émall space~time distances. A strict
derivation of the dispersion relations has been made in the case of wp
scattering [1]. Therefore, the experimental verification of the 7wp
dispersion relations at the highest possible energies represents a case of
particular interest. The verification can be made by comparing the value
of the real part calculated on the basis of.the dispersion relations with
that found in the Coulomb interference experiments in an energy region well
below the maximumlenergy up to which experimental data of the total
cross—sections are available. For such energies, the real part can be
caleculated without the ambiguity related to the lack of knowledge of the

asymptotic behaviour of the total cross—-sections.

Another parameter that can be studied in small angle elastic
scattering experiments is the logarithmic slope b of the differential
cross—section. In the optical model this parameter is directly related to
the geometrical size of the interacting hadrons. According to the
classical Pomeron theory [2] the slope should increase 1ogarithmi¢a11y at
energies sufficiently high for Pomeron exchange to dominate as b(s) = 2 aﬁlns,
where the shrinkage parameter aé should have the same value for all
hadrons. Furthermore, aﬁ should have no strong t-dependence at small
values of t. Until now this theorem of universal shrinkage of the elastic
cone did not seem to be satisfied by the available high energy data. In

particular, the logarithmic increase of b(s) was believed to have been
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established in pp-scattering at s > 100 GeV? in the t-range _

0.02 < [t] € 0.12 (GeV/c)2. TIn this case, the shrinkage parameter

was reported [3,4] to be aﬁp(—t = 0,07 (GeV/c)?) = 0.2?8 * 0.024 (GeV/c)~2,
However, at bigger t-values, considerably smaller values of « were

found: [4] aép(—t = 0.2 {(GeV/c)?) = 0.100 % 0.062 GeV/c)"~2.

Also, the shrinkage parameter for n¥ p diffraction appeared to be small

at ~t = 0.2 (GeV/c)? where most of the experimental data.had been

obtained. At smaller t-values the data on =¥ P scattéring were scarce,

and it was not possible to evaluate the s—dependence of the slope parameter

there,

With the aim to investigate the questions discussed above we have
measured the absolute differential cross section for elastic scattering in
the t-range 0.002 < |t]| < 0.04 (GeV/c)? at energies ranging from
30 GeV to 345 GeV for w7p scattering and from 100 GeV to 300 GeV for
pp-scattering. From the measured cross—sections, the ratio of real to
imaginary part p of the forward scattering amplitude and the slope

parameter b at <-t> = 0.02 (GeV/c)? have been determined.

The method used for these measurements is based on-simultanéous
observation of the forward-scattering beam particle and of the recoiling
target particle which allows kinematical constraints to be used for the
elimination of background. With these constraints the separation of the
elastic events from the background could be made to a satisfactory degree
also at the highest energies in the experiment. Two other features of our
experimental method are the high t-resolution in the Coulomb interference
region (o(t) = 10_4 (GeV/c)?) and the absolute normalization of the

differential cross-sections of a precision % 1%,

The experimental programme was carried out at the CERN Super Proton
Synchrotron (SPS). The first measurements were made in the H3 beam in the
West Area (WA9-experiment) at energies between 30 and 140 GeV and further
measurements in the H8 beam in the North Area (NA8-experiment) at energies
between 100 and 345 GeV. Short descriptions of both set-ups have already
been published together with brief accounts of the results [5-10]. 1In the
present paper we give a more detailed description of the NA8-experiment.
The discussion of the data in the last section of this paper is based on

the results of both the WA9 and the NAS8 experiments.
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2. EXPERIMENTAL SET-UF

In fig. 1, a schematic lay-out of the NAS experiment is given, showing
the beam spectrometer, the particle identifiers, the forward spectrometer,
the recoll detector IKAR, and the trigger scintillators. Some features of
the lay-out have already been described in an earlier publication [8]
together with the results from the 7He and pHe elastic scattering
measurements which were performed using the same set-up. Below, only a
brief description of the various parts of the lay-out is given, and the

reader is referred to ref. [8] for more details.

The secondary beam was derived from a 400 GeV primary proton beam.

The beam was focused onto the recoil detector IKAR. The dimensions of the
beam spot at focus were about 10x1C mm?, and the beam divergency was
about 0.2 mrad. A high-resolution beam spectrbmeter, provided as a general
facility in the H8 beam [11], gave information on the momentum p of each
beam particle within the momentum bite defined by the momentum slit. The
resolution of the beam spectrometer was o(p)/p = 0.05%2. The momentum
defining collimator was used also to maintain the intensity of the
secondary beam at a level of 10° particles per 1 s effective spill length
by varying the collimator acceptance between Ap/p = .8% and 2%Z. 'The
intensity of the primary beam required by the experiment was about

. 3+10'?! protons per burst at beam momenta up to 300 GeV/c and 102
protons per burst at the higher beam momenta. The burst cycle was 10.8 s.
The mean absolute momentum of the beam particles p* was determined in the
helium experiment [8] with a precision of 0.15%. The results of this
calibration of the beam momentum are presented in table 1, and the details
of the procedure can be found in a separate paper [6]. The measured values
of p* were found to be very close to the nominal values of the beam momentum
P, determined from magnetic field measurements of the bending magnets in

the beam line.

The incident particles were identified using two helium filled
differential Cerenkov counters [12] (CEDARL and CEDAR2) and two threshold
counters (THL and TH2). As an example fig. 2 shows a particle spectrum at
150 GeV/c obtained by scanning the pressure in ome of the CEDARs. The
figure shows clear separation between pions, kaons, and antiprotons.
Similar scans were made at all momenta, and the beam composition as

determined at the position of the CEDARs is given in table 1. In the
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experiment, different combinations of the Cerenkov counters have been used
at different energies to distinguish the particles. For example, at

150 GeV/c CEDAR1 was tuned on K, CEDAR2 on p, and both threshold counters
were set to count 7 and K. The information from all four counters was
read out for each event, and the particles were labelled according to the

following combinations:

® = (THL U TH2) * CEDL * CED?
p = (THL U TH2) * CEDL * CED?
K = (THL U TH2) * CED1 * CED2

This method thus provided a complete particle separation, and it was
therefore possible to collect statistics for all kinds of particles
simultaneously. With increasing beam momentum the efficiency of the
Cerenkov counters dropped from ~ 95% at 100 GeV/c down to ~ 50% at
300 GeV/c. This did not present a problem for the identification of the
dominating particles (v~ and P) in the beam. At 325 GeV/c and 345 GeV/c

no identification was needed as the bean contained practically only pions.

The Cerenkov counters could not be used to distinguish electrons and
muons from plons. The muons were identified and eliminated with two
scintillator counters interspaced by 1 meter of iren. These counters were
placed downstream of the beam stopper. For the rejection of the electrons,
an electromagnetic shower detector was used, consisting of 18 scintillator
counters interspaced by lead plates and iron blocks. The transverse
dimensions of the e and L counters were large enough to provide 100%
geometrical acceptance throughout the t-range covered by the measurements.
As the counters were placed in the downstream end of the set-up, events
corresponding to the hadrons that decayed in the space covered by the
set—up were also rejected. The percentages of the beam particles rejected
using the u and e counters are shown in table 1. These values may be
considered as upper limits for the contaminations of the electrons and

muons in the beam.

The recoil detector IKAR [13,14] is an ionization chamber filled with
pure hydrogen at 10 atm pressure. TKAR consists of six identical cells,
two of which are shown in fig. 3. Each cell contains an anode plate, a

cathode plate, and a wire grid. The anode plate is divided into three rings
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(A,B, and C). The anode A is 194 mm in diameter, and the external and
internal diameters of the anode B are 206 mm and 390 mm respectively, and
those of the anode C, 410 mm and 480 mm. The distance d between the
cathode and the grid is 100.0 * 0.1 mm. The precise value of d was

important for the determination of the effective target thickness.

After an elastic collision the recoiling protonm will ionize the gas
along its path. A signal will be iﬁduced on the cathode immediately after
the collision when the electrons start to drift towards the anode plate.
The anode signals will appear only when the electrons drift through the
grid. The electron drift time from the cathode to the grid was 21 us.

The following informations were recorded for each event. Fast timing

signals § SA’ and 5. were obtained from the cathode shapers, anode

K? B
A shapers, and anode B shapers, respectively (fig.4), and the delay times

Les By and tap of these signals with respect to the passage of the

beam particle were recorded. The amplitudes V and VC of the

A, VB!
anode pulses were also measured and recorded as well as the amplitude VAB

of the analog sum of the signals from the anodes A and B. The rise—time of

the VAB pulse was also recorded and used to determine the length of the

recoil track projection Xr on the beam axis. The longitudinal position

of the recoil track was found from the delay time tA: z, = t, * W,

A
where z. is the distance from the grid to the nearest end of the recoil

track within the anode A zone, and W is the electron drift velocity.

The amplitudes V,, V., V., and V,, are proportional to the

A* 'B* 'C

energies T Tos and T,p left by a recoil in the corresponding

a Tpe
parts of the sensitive volume of IKAR. As a first approximation, the
calibration of the energy scale was made with the aid of a-sources
deposited on each cathode, and the recoil energies were determined

according to the formula:

E

o
ai
i = A,B,C,AB.
where
Ea = (E(Z)— Aabs) is the a-particle energy corrected for the energy
absorption in the a-source, E(z) = 4,777 MeV [15}, 8 b~ 10 £ 5 keV;
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V4 1s the mean amplitude of the pulses on the i-th anode produced by the
a-particles; |

Vi is the amplitude of a pulse on the i-th anode produced by a recoiled proton;
5a(zr) is a correction which takes into account the limited transparency of

the grid and the loss of the drifting electrons through adhesion to electro-
negative impurities in the gas.

These losses were continously controlled by measuring the difference AGG in
the positions of two « peaks corresponding to a-particles emitted from the
sources deposited on the grid and on the cathode, respectively. The correction was -
calculated as

(d ~ zr) AGa

3 ‘i - (23
ai

§ (z ) =
a ' r
where d is the cathode-grid distance.

The value of AGa/Vai was about 1% after refilling IKAR with fresh
hydrogen, then increasing by 0.05% per day. Note, that we used commercial

hydrogen of the highest purity grade (Hydrogen N60 supplied by Carbogas SA).

1f the recoil proton stops inside TKAR then the measured ionization
energy TAB is equal to the recoil kinetic energy T . Otherwise the
energy deposited in IKAR can be used to derive Tr using the relation
between energy and range of protons in hydrogen gas at 10 atm pressure

(fig. 5).

The energy and the time resolution of IKAR was determined essentially
by the fluctuations of the ionization produced by the beam particles which
traverse the sensitive volume of IKAR. Each beam particle leaves about 40
keV in each IKAR cell. The corresponding signals on the chamber electrodes
were suppressed by sending pulses of the same amplitude, but opposite
polarity, to the electrodes each time a beam particle passes through the
chamber. This procedure helped to avoid a systematic shift in the measured
recoil energy and also improved the energy resolution of IKAR. However, it
could not exclude the fluctuations due to production of §-electrons by
the beam particles. At the beam intensity of 10% particles per 1 s spill
the standard error due to these fluctuations was o (:AB) = 70 keV. The
corresponding resolution in the four-momentum transfer squared was
o(t) =1.3*10"%(GeV/c)? in the t-range 0.002 < |t| < 0.008 (GeV/c)?, Table 2
summarizes the parameters of the recoiled and scattered particles measured
with IKAR and with the forward spectrometer and the precision of the

measurements obtained under actual running conditions.
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The forward spectrometer served to determine the scattering angle © and
the momentum p' of the forward scattered particles. The spectrometer
included four bending magnets B5-B8 and six blocks of multiwire
proportional chambers PCl-PC6. Each block contained two or more planes of
MWPCs to measure six horizontal (xl to x6) and four vertical (yl to YA)
coordinates of the forward particle trajectory. More details about the
forward spectrometer and about the mode of operation of the MWPCs can be
found in refs. [8,16]. The space resolution in the MWPC blocks was
g (xl_5) = g (yl—k) = (.15 mm and © (x6) = 0.3 mm. The angular resolution
shown in table 2 includes also the Coulomb scattering effect. Tracing the
trajectories of the beam particles into IKAR, it was possible to determine
the X, and Y. coordinates of the vertex with a precision of * 0.15 mm.

The current in the forward spectrometer magnet was adjusted to give a
deflection angle of 15 mrad at all energies, and the momentum resolution
varied from 0.2% to 0.3%. The detection efficiency of each MWPC block was
close to 100%Z. The exact value of this efficlency was permanently measured

using beam particles as explained in section 4.

The scintillator counters S1A, S1B, S2A, S2B, Al, A2, A3 were used to
trigger the system. The dimensions of the counters are given in ref. [8].
Special care was taken to provide a negligible inefficiency of the counter
g2 = S2A U S2B. The global and the local efficiencies of this counter
were under permanent control. An important source of background in IKAR
were showers produced by the beam particles in the material in the beam
line upstream of IKAR. An effective elimination of the shower background
was achieved with the shower detector A3 placed just downstream of IKAR.
This counter produced a signal when at least three particles were
registered outside the central opening of 50x50 mm?. To avoid the
possible suppression of elastic events accompanied by bremstrahlung gammas,

veto counters were excluded downstream of IKAR.

MONITOR, TRIGGER AND DATA TAKING .

The first-level trigger was given by a coincidence
TR1 = S1A * S1B * (52A U S2B) * A, * A, * As.

It was required that within 480 ns with respect to the trigger there was
no other beam particle. This trigger strobed the MWPCs in blocks PC1-PC4
and gave a start to a Specilal Digital Processor Unit (SDPU) [17].



....]_0..

The SDPU received information from PCl, PC2, and PC4. A flag P
was set by the SDPU in case it was possible to reconstruct the incoming
particle trajectory in blocks PCl and PC2, and a flag P ut ¥as set if the
track was reconstructable in block PCé4. This allowed to form logically the

monitor signal

MON = Pin . Pout * TR1.
These signals, counted by a scaler, were used to normalize the measured
cross—sections. In the case of MON=1 the SDPU calculated the projected
scattering angles GX and Gy. If any of these projections was
bigger than or equal to a preset value GO, a second-level trigger was
produced by the SDPU:

TR2 = MON * [(o_ > e) U (e, > e)].

The events with MON=0 or TR2=0 were rejected. Thus the SDPU acted
as a beam killer. With a threshold value 6 corresponding to

lt] = 0.7 » 10> (GeV/e )? the reduction in the trigger rate was about
100. The dead time introduced by the SDPU was 250 ns.

The second-level trigger strobed the MWPCs in blocks PC5, PC6, BS1-BS4
and opened a2 4 us gate for the IKAR cathode shapers and a 25 us gate
for the anode shapers. The second-level trigger also gave a start signal
to a second processor (REPS; Ring Evaluation Processor System) which
calculated the scattering angle using the projected values (9 s e )
given by the SDPU: ©2 = 9 + Qy. The REPS compared this value w1th the
preset angles €, and g, that corresponded to the recoil energy of respectively

300 keV and 30 MeV and provided a rejection signal:

= - 2 2 2 2
REJ = TR2 -+ [(82 < 82) U (0?2 > 92)]'

This allowed to select events in a defined recoil energy range. ‘The REPS
gave its decision in 2.25 us and reduced the trigger rate by a factor

of 2. The probability for a good event to be rejected by the SDPU and by
the REPS was estimated with a Monte Carlo simulation which took into
account the experimental angular resolution of the forward spectrometer,
and it was found that the number of rejected events in the used t~range was

negligible.
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2
A special signal (RC-signal) was produced by the REPS if 8% ? 9, yhere
@, is the angle corresponding to a recoil energy of 5 MeV, which is the
energy value above which the whole recoil track is not contained within the

ionization chamber:

RC = TRZ * (8% > e:).

The RC-signal helped to avoid the problem of cathode inefficiency at large
t-values as explained below. Normally, the data acquisition system was
triggered, if a cathode signal Sx arrived within 4 us, followed by an

anode signal SA U SB Wwithin 25 us. However, for the highest scattering angles,
the energy deposited in IKAR by the recoiling proton decreased down to

1 MeV, and the inefficiency of the cathode shapers became important. To
avoid this problem, the cathode shapers were excluded from the trigger
condition each time the RC-signal appeared. The price for this was some
decrease in the rejection factor provided by IKAR. However, the decrease

in the rejection was small due to the fact that the rate of the RC-signals

was an order of magnitude less than that of the SDPU triggers.

A digital discriminator was included in the read out system, which
compared the amplitudes VA and VAB with the preset thresholds 120 keV and
310 keV respectively. Only those events which had VA and VAB values
greater than the thresholds were acquired by the computer. The rejection
factor due to IKAR and the digital discriminator was about 60. Finally, as
a result, about B( events were written on magnetic tape for each burst.

Each event contained about 250 words of 16 bits.

Some of the events were disturbed by the particle showers that were
created in the beam line upstream of IKAR aud which traversed IKAR during
its registration time. Such events were suppressed in the off-line
analysis using a "shower" flag which was set when a coincidence between the
A. counter signals and the cathode shapers signals was detected during a

3
30 us interval after the first-level trigger.
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4. DATA ANALYSIS

The data analysis was performed in two stages. In the first stage,
data summary tapes (DST's) were produced. The events to be written on the

DST's were selected using the sequence of criteria listed below.

i) Muons events were eliminated by requiring that at least one of the two
muon counters produced a signal that exceeded threshold. This
algorithm provided close to 100% efficiency for rejection of muons

with only a small loss of hadrons (0.4%).

ii) The electromagnetic shower detector was used to eliminate electron
events. This was made on the basis of the sum of the signals from

scintillators and the longitudinal size of the shower.

iii} It was required that the forward particle track should be

reconstructable in each PC block separately.

iv) Only incoming particles with trajectories providing full geometrical

acceptance in the detectors downstream of IKAR were accepted.

v) The momentum of the scattered particle should be within #5% of the

momentum of the incident beam particle.

vi) There should be only one IKAR cell with VA and VAB amplitudes

higher than the levels of the digital discriminator.

vii) There should be no showers detected by the A3 counters 1in

coincidence with cathode pulses during the registration time of TKAR.

It was checked that the rejection power of these criteria was

independent on the momentum transfer.

Also, a cut in Z. values was applied to exclude the regions near the

grid and near the cathode:

where z , = 20 mm and =z = 80 mm.
min max
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This cut was needed to eliminate the elastic events for which the end of
the recoil track could reach the electrodes. (Note that Xr = 20 mm at
[t] = 0.04 (GeV/c)?). 1It also reduced the background induced by

reactions in material of the electrodes.

To illustrate the quality of the data at this stage, fig. 6 shows the
correlation between the ionization energy deposited by the recoil in IKAR
and the kinetic energy of the recoil as derived from the forward scattering
angle. 1In this figure one can clearly distinguish the elastic events above
the background. The reason for the drastic increase of the background at
Tr 2 5 MeV is that no coincidence with the IKAR cathode signals was
required in this T -region as already described. However, these

accidentals could be eliminated in the analysis as discussed below.

To control the losses of good elastic events due to the different
selection criteria, so called test events were used, These were events
where recoil signals were simulated by a test generator sending electronic
signals of variable amplitudes to each cell of TKAR. The signals were sent
in coincidence with a beam particle, and the whole apparatus was read out
for each test event. Typically 10 test events were registred each burst.
By applying the criteria listed above to the test events the global

inefficiency for the detection of good elastic event could be determined.

Table 3 gives an example of the percentage of test events eliminated
by each criteria. The typical global inefficiency was Eg = 13%. The
statistical error in the measurement of this value was megligeable as the
total number of test events collected was always larger than 105 for each

beam energy.

In the second stage of the analysis the elastic events on the DST were
further selected using the different kinematical correlations between the
measured parameters. For this purpose the events were divided into two
classes. The first class was characterized by the recoil proton being
stopped inside the active volume of the recoil detector. The second class
thus contained the events for which the recoil track escaped outside the

recoil detector.
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For the first class the following two correlations were used:

* %
AT = - =
T =T -T =F (Tr), (3)
*
Xr - Fz (Tr)o (4)
Here, Xr is the recoil track projection on the beam axis,

Tr is the recoil energy calculated from VAB amplitude

according to eq.(l),

* -
Tr is the recoil energy calculated from the scattering angle

of the forward particle assuming elastic scattering:
T = (pxe)?/2u (5)
r_ P p’

where p* is the mean absolute momentum of the beam particles and Mp is

the proton mass.
The scattering angle was calculated according to

62 = 92 + 92 - 2 g2 - (6)
X y @ proj

ex and ey were found from the parameters of a straight line fit of
the particle trajectories upstream and downstream of IKAR, and ceproj

is the forward scattering angular resolution.

For the second class of events three correlations were used

%
X_=F, (1), (7
* %
R, =R, = R, = Fy (T ). (8)
% *
ARB = Rp = Ry = F, (Tr), (9)

% *
where RA and RB are the calculated projections of the recoil

track to the A and B anode planes, respectively.
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These projections were calculated using the vertex position and the
azimuthal scattering angle. RA and RB are the same quantities but
determined from the VA and VB pulse heights of IKAR using the

a-source calibration and the energy-range relation.

Using the above defined functions a x 2-distribution was defined for

each class:

AT - F (T*) 2 X -F (T*) z
a0)
a9 (T}) 9, (Tr)
AR, - F (T*) 2 &Ry - F (T*) 2 X - F (T*) 2
x§=("‘ )+ " +<r —) an
9y (T%) % (Tr) oy (Tk)

The functioms Fi(T:) ag well as the standard deviations ci(T:)

were determined in an iterative procedure using the experimental data.
Anzelastic eventzwas then defined as an event having x? < xiut

where Xout = 15 and Xeut = 20 for the two classes respectively.

Figs. 7 to 10 display some distributions of the elastic events left after the

x >~cut. Note, that the distributions shown in figs. 8, 9, and 10 were not

used to form the x2?-distributiomns (10} and (11). These figures thus

demonstrate the level of the remaining background which is due to accidentals

and inelastic scattering. As can be seen in figure 10, the low momentum

tail of the p'-distribution is very small. Moreover, the magnitude and the

t-dependence of the tail agree with the assumption that most of the tail is due

to bremsstrahlung of the scattered pioms. A comparison between the 77p, PP,

and v He, pHe [B] data supports this assumption.

To produce the differential cross—sections do/dt we need an absolute
calibration of the t-scale. The t-value was determined differently for the two
classes of events. For the second class of events t was caleulated from the

forward scattering angle as

-t = (p*8)*. ' (12)
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The (p*©)%-scale was calibrated with a precision of 0.1% in a special
experiment [6]. For the events with the recoil stopped in IKAR, the recoil
energy measurement was used to determine t because of the better t-resolution
provided by IKAR. The o-source calibration was corrected with the

experimentally found function F (T:) according to
-t =2 . * 13)
p T. + Fp (7). (

F1 (T:) is illustrated in fig. 11. A straight line fit

H ook

* .

Fl (Tr) =a, + 4T (14)
. } . o

describes the data well in the energy 1nterval 1 MeV < Tr £ 5 MeV with

a = (=45 £ 5) keV and a; = 0.020 * 0.002,

From these considerations we conclude that the t-scale is calibrated in the

t-range covered by the experiment with a precision better than 0.5%.

The fact that Fl (T:) # 0 is due to differences in the primary
ionization and in recombination of the ions produced by a-particles and by
protons of the same energy. Varying the pressure in IKAR we have measured the
recombination to be 1.8% for a-particles of 5 MeV. Taking this into account,
and assuming recombination to be small for protons, we conclude that 5 MeV
o~particles produce about 3% more ions in hydrogen than protons of the same

energy.

The differential cross-section was calculated using the formula:

N (1-¢ ) (15)
p

where At is the width of the t-bin,
N is the number of events in the t-bin,
Eg is the global inefficiency,
I is the total number of incident beam particles as registered by
the SDPU monitor, '

and Np is the number of protons per 1 cm? in the target:
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where n is the proton density in cm™? and L is the length of the gas

target in cm.

The value of n was determined from the measured gas pressure and
temperature through the Van-der-Vaals equation with an estimated precision
of 0.1%2. By definition L = Zax ~ Zmin - W [(tA)max - (tA)min)]'

The absolue value of drift velocity W was measured in a special run where
the cathode signal was not required in the trigger thus providing an
efficient detection of events near the grid. Fig. 12 shows the
tA—distribution of the events accumulated in this run. Experimental
points were fitted to a formula including a gaussian centered around the
observed peak and taking into account the tA;esolution and background.
From the fit, the grid position (tA)G and the cathode position

(tA)K were determined with a preclsion better than 50 ns. Then W was

calculated as
W=d/ [(t)e - (t, )] (16)
and the wvalue of L as

(tA)max - (tA)
(t g ~ (tg

min

L=4d . (17)

Here, d is the cathode-grid distance, d = (100.0 * 0.1) mm. The delay
times were measured using a quartz pulse generator (20 MHz). As a result,
the absolute value of L could be determined with a precision of 0.4%. It
should also be noted that the determination of L is independent of the

value of t.

To get the final differential cross section the following corrections

were applied.

Some good elastic events were eliminated by the y2-cut. To estimate the
number of such events the above mentioned test events were used to simulate
the experimental x2-distribution. By applying the same cut to the
x2-distribution of the test events the losses have been determined (fig. 13).
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The X?*-distribution formed by the test events was also used to estimate
2

the level of background events with x2 < Xou Properly normalized it was

t.
subtracted from the x*-distribution of the physical events and the remaining

events were considered as the background. Fig. 13 illustrates this procedure.

At small t-values the inefficiency of the cathode shapers was important.
However, it was possible to determine this inefficiency experimentally with
high precision using the second class of events with the energy deposited
in the cathode zone of IKAR ranging from 0.8 MeV to 2 MeV. TFor such events
no cathode signal was required in the trigger, and the cathode inefficiency
could be determined from relative fraction of events which did not have the

cathode shaper flag.

A correction was introduced to take into account the rejection due to the
momentum cut of good elastic events accompanied by bremsstrahlung. The
formula employed for this correction were derived from a general expression

given in ref, [18]
(do/dt)°TT = (do/ac)™eas [y 4 5_(£)} (18)

where (do/dt)®°TT ang (do/dt)™2® sre the corrected and the

measured cross-sections, respectively, and

_ 20 , (2m® - t) Q -t
Gr(t) = “1T— ln(p/ﬂp) —6—-— In Q_""—t— -1 (19)

where

(t? — 4t * m?)°-.5;

)
]

@ = the fine structure constant;

g
H

= the projectile mass;

&
!

the maximum loss accepted by the momentum cut.
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In our case 4p/p = 0.05, and the bremsstrahlung correction for wp scattering

was 5r = 0.07% at ~t = 0.002 (GeV/c)? and Gr = 0.7% at -t = 0.04 (GeV/c)?.

Fig. 14 shows all the above mentioned corrections as function of
recoll energy. The possible uncertainties in these corrections are
estimated to produce a systematical error in do/dt determination of not

more than 0.4%. The other systematical errors are enumerated in table 4.
The corrected differential cross—sections for pion-proton and

proton-proton scattering are given in table 5. The total error in

normalization of these cross—sections is estimated to be *1Z.

5. RESULTS OF THE FITS TO THE EXPERIMENTAL DATA

The differential cross—sectlons have been fitted with the following

parametrization:
d i 2t 2 2 2 02 [t ]
—%:K —_l;_u'—ﬁT.GhGp+(l+p).£_p—T__.e_bt+
g |tl 16mr (209
g, @
ﬁ%%T'(_Sin § -z, " pcos 8y e plel/z, GhGp , mb/(GeV/c)?

where K is the normalization parameter,
a is the fine structure comstant (1/137),
g is the velocity of the incident particle,
th is the total hadronic cross-section on proton (mb),
o is the ratifo of the real to imaginary parts of the forward
elastic scattering amplitude,
b is the logarithmic slope of the differential hadronic elastic cross-
section ((GeV/fc) %),
Gh is the electromagnetic form factor of the incident hadron'I19]
G = (1+ |t|/0.59)" ! and Gp = (1 + |e|/0.71)" 2,
zy ig the sign of the charge of the incident hadron,
§ = - [In(lt]/0.092) + 0.577] * o/8 is the Coulomb phase [20]
4 = 0.624 GeV * vmb.
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The normalization parameter K was constrained to be equal to unity within
*1%Z. Data from the total cross—section measurements of Carroll et al.
[21] were used to constrain the values of ohp. Note, that in eq. (20)

the spin effects have been neglected.

Two fits to the data were made. In the first fit both p and b were
left as free parameters and the fit was made using the data in the full
t—-range at each energy. In the second fit, only data in the lower t-region
(Iti < 0.009 (GeV/c)?), in which the momentum transfer was determined
from the recoil measurement, was used. Furthermore, in the latter fit,
only p was left as a free parameter and b was fixed to the value obtained

in the first fit.

Two examples of such fits are given in fig. 15a and fig. 15b. As seen
from the figures, the difference between the results of the two different
kind of fit is not significant. The results from the first fit are
presented in table 6. The errors given include statistical errors, the
quoted error in the normalization parameter and the exrors in o

as
given in ref. [21]. A shift in the value of chp of +0.1 mb Wou?g shift
the p-values by -0.004 in the case of Tp scattering and by 4+0.004 in
the case of pp scattering. The sensitivity to the b-values in the fits
where b is fixed is very small: dp/db = 40.003 (GeV/c)? for TP

scattering and dp/db = -0.003 (GeV/c)? for PP scattering.

Table 6 presents also the results of the WAY experiment performed in
the energy range 30 to 140 CeV. Note, that our previously published
results [5,7] on the slope parameters have been corrected by
8b = -0.5 (GeV/c) 2. 'This change is due to the introduction of the
correction for bremsstrahlung and of an efficiency correction at big
t-values which were neglected in the previous analysis. However, these

corrections did not produce any change in the values of P
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6. DISCUSSION

6.1 Validity of the forward dispersion relatiomns at high energies.

The real part of the forward elastic Scattering emplitede is related
to the total cross-sections through the forward dispersion relations (FDR).
At high energies the once subracted FDR can be presented in a simplified

form:

C

L+ - o o
x (E,t=0) = I (E) %1 (E) PETEw L (21)
+ ' : : :
2F Gp () (22)
I (E) =————=% —T—z‘dE‘ N .
'n‘ahiP(E) J (E') -E
h
- 2 %,p(E") | -
I7(E) = ——2rec _Ap . EvaE, (23)
1Tahip(E) S (E') - Ez
h

- 2
where E = + p? is the total laboratory energy of the incident particle;
m

m is the mass of the incident particle;

+ L ——————_——rtee et = b e B .
th 2 i ahp 2 !
and Uhip are the total cross-sections.
The parametexr Co is a constant of subtraction to be determined from low

energy data on php(tzo),

The experimental test of the FDR is of particular interest in the case

of mp-scattering as compared to pp scattering for the following reasons:

i) in the case of wp-scattering there exists a strict derivation of the
FDR from fundamental principles;

ii) the constant C can be calculated with a satisfactory precision from
low energy np—data. The value of C is in fact so small that the
last term in (21) is negligible [22] for E > 10 GeV;

1i1) the interference formula (20) is better Justified as there is. no spin
effects in small angle mp scattering,

iv) the precision of calculation of the 1ntegral I~ as function of E has
been checked experimentally by using data on the charge exchange'

reaction 1°p + w°n.



- 27 -

The importance of the latter point becomes clear from the following
consideration. For the calculation of I~ (E), one normally uses a simple

parametrization for [+ hp (E) of the type

- c .

o (E) = — (24)
L E

where C and y are parameters determined from a fit to experimental data

on chp -

assumption is that the above parametrization remains valid also for

(E) that exist up to some maximum energy Ej ... The critical

E > Epax+ If, however, the energy dependence of c (E) at higher
energies would be different from that observed at the available energies,
the result would be a nearly E—independent shift in the value of I (E) at
energies E < Emax'

However an independent determination of the integrale I (E) can be
made from charge exchange data. Requiring the rnN-amplitude to be
charge~independent one may derive the following expression for the forward

differential cross—section of the charge-exchange reaction.

(?—E(E,cw)ch.exch = 0-102 [0 (E)]*(L + R?), mb/(GeV/c)?, (25)
where
o (E)

- 1" (E)—T—(ET

In fig. 16a are shown the values of I (E) as obtained from the experimental
data [23] on the charge exchange reaction. The solid line in fig. 16a is
the result of a calculation [22] of I7(E) through the dispersion integral
(23) using the following parametrization for G;P:

-0.47

o;p(p) = 2.93(p/p0) R P, = 1 GeV/e. (26)

This parametrization (HK-80/2 in ref. {22]) 1s the best fit to the o~ p

data available in the energy range from 10 to 340 GeV (see the solid line
in fig. 16b). The comparison shows that the difference between the values
of I_(E) obtained using the two different methods is only of the order of
0.005. As pointed out in ref. [22], the discrepancy could be made even
smaller if one applies a radiative correction to the charge exchange cross-

sections.
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The integral If(E) can be caleulated using eq. (22) with an
uncertainty less than * 0.01 in the energy range 10 < E < 100 GevV [22]. This
region satisfies the condition of being well above the wN-resonances, and
also has a sufficient margin to the upper limit in energy Emax = 340 GeV
up to which the total cross-—sections have been measured. Due to the latter
condition the results of the calculation are to a high degree independent

+
on the assumptions that are made about the asymptotic behaviour of c“p(E).

From these considerations it follows that, using the dispersion relations
one can calculate pﬂ_p(E,t=0) in the energy range 10 < E < 100 GeV with
an uncertainty of at most *0.01. Such calculations have recently been
performed by Hohler et al. [22], and their results (HK-80/2) are shown in
fig. 17. The experimental data on p"_?(E,t=0) that were available in
this energy range previously to our experiment are presented in fig. 17a.
The comparison shows that the Brookhaven [24] as well as the Serpukhov [25]
results deviate considerably from the predictions of the dispersion
relation calculations. The deviation is particularly significant at

energies around 30 GeV.

Fig. 17b shows our experimental data which were obtained in the
momentum interval 30 < p & 120 GeV/c. The point at 40 GeV/c in the
same figure was obtained in an earlier measurement at Serpukhov [26] using
the same experimental method. Also shown are the results at 70 GeV/c and
125 GeV/c from a recent Fermilab experiment {27]. 4As seen from fig. 17b,
the experimental points agree with the results of the FDR calculations.

The mean deviation

% JZ [p(p) - p{p) ] 2 45 0.003 * 0.004 in the energy range
expt FRD
30 < E < 100 CeV. TFrom this fact we draw the following conclusions:

i) The forward disperion relations in nmp-scattering remain valid at
least up to the energy of 100 GeV.

ii) The interference formula, as given by eq. (20) and the Coulomb phase
determined by the equation of West and Yennie [20] are adequate for

the description of the small angle wp scattering.
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As to the comparison of the experimental data on p (E t=0) with
FDR calculations, there are two complications that, in the case of
Pp—scattering, might influence the accuracy of the FDR calculations.
Firstly the existence of an unphysical region in the dispersion integral
makes the determination of the constant C in eq. (21) more uncertain.
Secondly there is no cross—check on the value of the integral I~ (E),
and the results of the FDR calculations depend to some extent on the

assumptions made about the asymptotic behaviour of c (E)
In a calculation of Grein [28], qu (E) was parametrized as

am~l a -1
%p () =0, (/p )"+ o (o/p )" (27)

where P, = 1 GeV/e, and the other parameters were found from a fit to the
existing experimental data below 400 CeV:

Q
]

(25.82.0) mb, o

It

0.4240.02,

<
]

(1.03%0.12) mb, Q 0.5540.04,

fl

The parameter Co’ as well as the contribution due to the unphysical
region, not shown in eq. (21), was determined by Grein fitting the
experimental data from ref. [29] on R (t—O) at p < 1.7 GeV/c. Aslo

phase shift analysis data in the region P <1 GeV/c were used in this fir.

The results of the calculation are shown in fig. 18 by the solid line.
The dashed area corresponds to the uncertainty estimated by Grein. This
uncertainty is mainly caused by the errors for the low energy data points
used in the fit. In a recent experiment at Gatchina [30] new values of
ppp(t=0) were obtained at p = 1.29 GeV/c and P = 1.69 GeV/c with
smaller errors than those used in the fit by Grein. And yet the agreement
with the calculation of Grein and the new data is quite satisfactory
(see fig. 18).

It is also important that the estimated uncertainty in the calculation
of ppp decreases with energy. Therefore, one could claim that

DPP(E,t=O) should be given by the FDR calculations with errors less



- 25 ~

than 20.01 at energles 50 < E < 400 GeV provided however that the
assumption (27) remains valid at higher energies. At'énergies E > 400 GeV
the results of the calculation of p will depend more critically on the
asymptotic behaviour of the o+ (E).

The experimental data on pp (t=0) are also presented in fig. 18. The
results of the jet-target experiments at Serpukhov [31] and at Fermilab [32]
made in the energy range 10 < E < 400 GeV are in good agreement with the FDR
calculations. However, recent measurements at Fermilab [27] showed deviations
from dispersion relation calculations in the range 100-200 GeV. The authors
of this experiment also reanalyzed the data from the jet-target experiment
[32] in the energy region 200-400 GeV by introducing bigger values for bpp'
As a result, the p-values calculated from the jet- target data were shifted
by 8¢=+0.04 and then also disagree with dispersion relations. Aé seen in
fig. 18 our data in the range 100-300 GeV do not confirm these deviations.
Moreover, using values of bpp that we derived from fits to all existing
data on bpp (see below) we obtain a shift of the jet-target data of at most

= 0,02. Finally we note that the values of ppp(t=0) found in a recent

ISR experiment [36] are in good agreement with the FDR calculations.
From these considerations we conclude:

i) the existing data on p (E t=0) confirm the validity of the dispersion
relation in pp—scattering at least up to energies of 400 GeV,

ii) the approximation (27) used to describe the energy dependence of
cép(E) at E > 400 GeV is compatible with the existing data on ppp.

6.2 The high energy behaviour of 0 (E) following from the

measurements of P _ (E t=0).

In our previous diSCUSSlon we concluded that the forward dispersion
relations for mp-scattering are valid at energies at least up to
= 100 GeV. Assuming the validity of the FDR also at energies above
100 GeV and using the values of »p p(t"O) measured at energies up to
E = 345 GeV we can probe the energy dependence of 0 (E) at
energies above 345 GeV.
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In the case of pp-scattering, such a program has been fulfilled by the
CERN-Rome collaboration [33]. This group has measured pPP(E,t=0) in
the energy range 500 < E < 2000 GeV (see fig. 18), and a simultaneous
fit to the available experimental data on ppp(E,t=O) and dpip(E)
was performed. The following parametrization of the total cross—section
was uged:

O';1_1 a
°§§ (E) = o, * ol(E/Eo) + 02[ln(s/so)] s (28)

a2~1
C(E/E) ¢, (29)

oép (E)

where Eo =1 GeV and s, = 1 GevZ,

From the fit, the following values of the constants entering eqs. (28) and
(29) were obtained:

o, = (27.0%1.0)mb, o7 = (41.9%1.1)mb,
9 = (0.1740.08)mb, C = (24.44.1)mb,
% = 0.6320.03, &, = 0.4520.02, a = 2.140.1.

This analysis led to a remarkable conclusion: the rige in c*bp(E), as
described by eq. (28), continues at least up to 40 000 GeV. At this
energy, the total cross section should reach the value of about 56 mb which
exceeds by 35% the value of U;%(E) at E = 100 Gev.

An analogous investigation in the case of w p-scattering represents
an alternative way of exploring the asymptotic region of hadronic
interactions. The energies at the SPS are smaller than those at the ISR;
however on the other hand there are several indications that the asymptotic

region in wp-interactions starts earlier than in pp-interactions [7].

Figs. 19 and 20 present the available experimental data on c:p

and pﬂ_p(t=0). In a first attempt to analyze the data [9], we used the
already mentioned parametrization HK-80/2 of oi; proposed by Hshler

et al. [22]:
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g + o, (p/ ?1_1 + 1 /p.) 2 30
o T o (/P o, [1n (p/pI] (30)

-+
[}

a2~1
so = C/R,) (31)
with the values of the constants found from the best fit to the

Q
i

experimental data on o :
P o

o = 22.26 mb, o, = 8.23 mb, o, = 0.42 mb,
C = 2.93 mb, a; = 0.53, a, = 0.53,
P, = 37.8 GeV/e, P, = 1 GeV/c (fixed).

The dash-dotted curve in fig. 19 demonstrates the high energy behaviour of

(E) given by the egs. (30) and (31). The corresponding p-values
calculated through the forward dispersion relations are shown in fig. 20
(dash-dotted line). From the figure it is seen that starting from about
150 GeV and going to higher energies the calculated p-values deviate

systematically from the experimental data.

Tn the next step, we have performed a simultaneous fit to the T ot

data and to the pﬂ_p data shown in figs. 19 and 20 using the following

parametrization:
al~l a
0+p (E) = o + ol(E/Eo) Ty [ln(E/El)] . (32)
az—l
Orp (E) = C(E/E ) > (33)

In this analysis, the value of the scale factor E1 was fixed to be that of
the pion mass, El =m . On the other hand, the power of the logarithmic term
was left as a free parameter. Such an approach is similar to that of the

1SR group in their analysis of the pp-data (compare eqs. (28) and (32)).

The results obtained from our fit are:
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o, = (12.28%1.0)mb, o = (24.1340.24)mb, o, = (0.09+0.03)mb,
C = (2.83%0.14)mb, @, = 0.6710.03, a, = 0.55+0.01,
Eo =1 GeV (fixed), a = 2,24%0.13, E1 = 140 MeV (fixed).

The calculated p-values are shown in fig. 20 by the dotted line. As
seen from the figure, this line fits well all the experimental points
except the last point at 345 GeV/c. The overall agreement can be further
improvei by introducing a break parameter Ebreak which is the energy
where an would be allowed to flatten out to a constant level.

The best fit is achieved for

_ +9000 + «
Ebreak = 4000 -1800 (—2500) GeV.

where the values in brackets correspond to two standard deviation of the
break parameter. The corresponding curves for cﬂip and Py are

shown in figs. 19 and 20 {full lines).

pa

In conclusion, the obtained data are consistent with the assumption of
a2 total wp cross-section that continues to rise with energy at least up
to 2000 GeV. At this energy, the total cross-section should reach the value
of about 29 mb which exceed by ~ 20% the value of U:P(E) at E = 70 GeV.
The experimental data do not exclude the possibility that the rise of U;b with
energy continuesg indefinitely. However, in this case the rise in the region
1000-10000 GeV must be slower than what follows from the parametrization

HK-80/2.

The comparison of the results from the present exXperiment with the
results of the ISR group reveals a close similarity in the high energy
behaviour of mp and Pp interactions. This may in turn be taken as an
indication of that the rise of the total cross-sections is a universal

feature of hadronic interactions.

The main prediction of the classical Pomeron theory [2] was that the
total hadronic Cross—section become constant ar asymptotically high
energies. This theory admitted some sl ri f i

g N e ow se o Utot in the preasymptotic
s-region caused by the logarithmic decrease of the contribution due to

exchanges by two Pomerons. However, within the framework of this theory,
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it seems difficult to explain the high rate of increase with energy of
GPP(E) and U“P(E)' Therefore, the further development of
 alternative approaches like the "Critical Pomeron"” theory or the
"Supercritical Pomeron" theory as discussed for example by White in a

recent publication [40] seems to us important.

It is interesting to compare the observed rise in % ot with the

Froissart bound. Let us assume that the asymptotic behaviour of
+ +
g p(s) and an(s) is given by egs. (28) and (32):

P

cpp(s—+“0 = (0.1710.08)l:1n(s/sop)] 2.1%0.1 mb

0 (5= = (0.0920.03) [m(s/sow)}z‘zm'” b
where Sop = 1 GeV* and s__ = 2mpm1T = 0.26 GeVZ2,

The Froissart limit may be expressed by the formula:

o, o (s=*=) < o% [In(s/s )%, (34)

g% & n(N—l)zlm:, (35)

where s is an arbitrary scale constant and N determines the maximum

possible rise of the scattering amplitude:
F(s,t) < (s/5 )" (s+e) (36)

‘From field theory it follows that N<2. With N=2, eq. (35) gives

o* s 60 mb, Eq. (35) is established for pp-scattering, while in the wp case
a weaker limit was set so far: o* < 12n/m: [41]. As seen from the comparison,
the experimental values of the power of the logarithmic term are close to the
Froissart limit (a = 2). On the other hand, the values of the coefficient
of the logarithmic term are more than by two orders of magnitude under the

Froissart bound o* = 60 mb.

Such a big difference cannot be explained only by unsufficient
saturation of the unitary limit. This means that in eq. (35) either N is

close to 1 or the mass of the exchange systeme is larger than the = mass.
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6.3 The possibility of universal shrinkage of the hadronic diffraction cone

The classical Pomeron theory gives in first approximation the following
expression for the elastic differential cross—section at asymptotically high

energies:

. 20, (0)-1) (37)
dt

where e,(t) is a Regge trajectory. If ar(t) is linear i.e.

aP(t) = ap(o) + qét, then for the slope b using the definition

bij = d/dt [1n(de/dt)] (38)
we obtain
bij & Zqﬁlns (39)
and thus
dbi'
1
E?E%é) " ZaP (40)

In this case there should be "universal shrinkage" of the diffraction
cone which should not depend on the kind of the incident hadron and on the

t-values.

Until now it was generally thought that "true" Pomeron shrinkage
showed up only in pp-scattering at small t-values where the shrinkage

parameter was reported [4] to be
2a§ = (0.55630.048) (GeV/c)-2.

This unique feature of the pPp-slope was sometimes explained as being
due to the mutual cancellation of the w and f amplitudes which allowed

the Pomeron contribution to dominate already at small energies.

Below, we present the analysis of the results from the present
experiment together with the existing world data on elastic slopes. It
will be shown that the available data are consistent with a universal
shrinkage of the hadronic diffraction cone. The value of the shrinkage
parameter is 2&5 = 0.28 (GeV/c)~ % which is a factor of 2 less than the

value mentioned above.

lLet us consider first the data of "p scattering. The values of the

slope parameter b obtained in our experiment are presented in fig. 21. The
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data available in 717p scattering obtained in other experiments in the
t-region close to t=0 are also shown in the figure. Our data and the data
of Fajardo et al. [27] in the energy range 70-200 GeV agree reasonably
well. From the b~data of Foley et al. [24] we have included only those
energy points for which the measurements of p“;p(t=0) are consistent

with the values given by dispersion relations (see fig. 17). We have
imposed this congistency condition of the data in particular as there is a
correlation between p and b when fitting the data. In the experiment of
Russ et al. [42] the minimum t-value was -t = 0.05 (GeV/c)*. We have
extrapolated to ~t = 0.02 (GeV/c)? using the t-dependence suggested by
the authors themselves. Fig. 21 also shows our compilation of the world
data at —t = 0.2 (GeV/c)? and -t = 0.4 (GeV/c)*. Details of this

compilation can be found in ref. [16].

Tn our first analysis [9] the data on bﬂ‘p were fitted with the

following parametrization
b(p) = by + 2aI; fnp (41)

The values of 2a§ found were

(0.2320.04) (GeV/c)~"%* at -t = 0.02 (GeV/e)?,

(0.22%0.02) (GeV/e)™? at -t = 0.2 (GeV/c)?,

(0.1920.03) (GeV/c)~* at = 0.4 (GeV/c)?

1
ct
J

From these data, it was concluded that there is shrinkage of the
7 “p-diffraction cone at all three t-values, and that within errors the

shrinkage parameter is independent of t.

In fig. 21 are also presented our data on bpp [10] togeter with data
from other small angle experiments, corrected if necessary for t—dependence
to correspond to the same t—value, i.e. -t = 0.02 (GeV/c)?. Note the

good agreement of our points with those of Fajardo et al [27].

On the other hand, our data disagree in the absolute scale with
the jet—-target data of ref. [3]. The disagreement is of the order of
b = 0.4 (GeV/c) 2 after the correction for the t dependence has been applied.
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Also shown in fig. 21 are the world data on bpp at ~t = 0.2 (GeV/c)?
and -t = 0.4 (GeV/c)2. Fig. 22 presents our compilation [16] of the
world data on bﬂip’ bKip’ and bpip at -t = 0.2 (GeV/c)2.

It is apparent from figs. 21 and 22 that the data ont slope parameters
do not follow straight lines when plotted as function of 1n p- We were
thus led to introduce an additional term in eq. (41) to take into account

also the nonlogarithmic part of the p-dependences of the slopes:
P(P) = b, + by (e/p, )™ + b, - 1n(p/p,), (42)
where P, = 1 GevV/c.

This parametrization is compatible to first order with the Regge pole
model, where the new term Trepresents the interference between the Pomeron
and secondary trajectories. Surprisingly enough we have found that the
suggested parametrization fits well all the data shown in figs. 21 and 22.
The results are presented in table 7. The data at ~t = 0.2 (GeV/c)? were
fitted simultaneously for particles and antiparticles with four free
parameters (b1 was allowed to be different for particles and
antiparticles). In the cases of p/p and K+/K“ it was also possible
to make fits with five free parameters, including the parameter q. While
fitting the data on bpp(—t = 0.02 (GeV/c)?), the absolute scale of the
experimental points from ref. [3] was left free. The solid lines in
figs. 21 and 22 show the slopes calculated using eq. (42) with the fitted
parameters listed in table 7, and the dashed lines in fig. 22 represent the
part of eq. (42) that is linear in 1np. Note the remarkably good values of
X%/NDF in all the fits which is somewhat unexpected, taking into account
the simple form of the parametrization and the big p-range used in the fits.

The asymptotic shrinkage parameters were found to have nearly the same
value for all particles, and this value does not seem to depend on the

momentum transfer in the t-range |%] < 0.2 (GeV/c)?:

b2> = 203 = (0.28%.03) (GeV/c)-2.

The results have been cherxed for stability. For example, 1f we take away
21l the 5/p points below 10 GeV we obtain for ~t = 0.2 (GevV/c)?

b, (pp) = (3.260.08) (GeV/c)- 2.



- 33 -

For small angle pp-scattering b2 = (0.3010.04) (GeV/c)'2 which
is different from the value 2a; = (0.56%0.05) (GeV/c)"?* found
previously [3]. The difference is due to. the introduction of the non
linear term bl(p/po)-q in conjunction with our experimental data together
with the recent data from Fermilab. Table 7 shows that this term is

important in the pp case.

We conclude that the present experimental data on slopes at -t L 0.2
(GeV/c)? are well fitted by parametrization (42). The data are also
consistent with the hypothesis of universal shrinkage of the hadronic
diffraction cone at high energies, the value of the asymptotic shrinkage
parameter being 20y = (0.28%0.03) (GeV/c)~ %, . This latter conclusion
depends of course on the parametrization used, but the good quality of the
fits shows that it cannot be changed on the basis of statistical criteria

only.

As a consequence of eq. (42), the difference in the diffraction comne
slopes for antiparticles and particles is given as
b - - = - —q-
hep bh*p const (p/po) (43)
From this equation, it follows that bh‘p = bh*p at p-+ « in
accordance with the theorem of the asymptotic equality of the differential

cross—sections for scattering of antiparticles and particles f49).

it is interesting to point out a similarity of eq. (43) to the
expression describing the difference in the total cross-sections:
%-p ~ n*p const. (p/p,) - (44)
 Comparing the values for q obtained in our fits to the slopes at -t = 0.2
(GeV/c)? (see table 7) with the values for the y-parameter published in

literature, we have:

= 0.5210,02,
0.5620.03,

0.5520.02 [33]
0.56%0.03 [21]

Nal
!
-
1l

p -p
K_—K+ :

)
il
-
n

Such a close similarity in the behaviour of the differences of the
total cross-sections and slopes (natural in the naive diffraction model)

does not have straightforward explanation in the Regge pole model.
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6.4 On the t-dependence of the slope parameters

The data in fig. 21 show that the slope parameter has a non-1inear
dependence on the four-momentum transfer squared t. The most detailed
information, over a large t-range, of the t-dependance of b was obtained in
recent experiments by Schiz et al., [50] on pp and Tp scattering at
200 GeV and by Russ et al., [42] on Tp scattering at 8 GeV/c and 16 GeV/c
(see fig. 23). The numbers of collected events in these experiments were
high enough to make possible a determination of b in several limited

t-regions within the t-range up to -t = 0.5 (GeV/c)Z.

In fig. 23 are also shown the results of the analysis of the NA8 data
obtained in the following way. In order to increase the total statisties,
we fitted simultaneously all the differential cross sections measured at
different momenta p, introducing as p dependance of the slopes a
parametrization according to equation (42). 1In this case it was possible
to obtain significant results also when subdividing our t-region into the
two regions 0.002 < -t < 0.02 (GeV/c)? and 0.02 < -t < 0.04 (Gev/c)? makiné
independent determinations of b in each of these two regions. The experimental

points in fig. 23 were fitted using the following parametrization:
b(t) = b -2c|t] + 3d[t]?.

The results of the fits are shown in fig. 23 by solid lines and the

parameters obtained in the fits are given in table 8.

Fig. 23 shows that the fall-off of the slope parameter with t is quite
similar for the different particles and energies, a fact which may be taken
as a further indication of the universal behaviour of hadronic interactions
at high energies. As already discussed in ref. [27], the observed
t-dependence of the differential cross sections can be well fitted with a
parametrization [51,52] based on the Additive Quark Model (AQM):

do

It hp (s,t) = G;(t) G;(t)lAqq {(s,t)]|?

where

Gh(t) is either of the hadron form factors:

H

Gﬂ(t)
or

G ()
P

[1 - r;t/ﬁﬁz]"

]

f1 - r;t/12ﬁ2]'2

T
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r(s)t

and Aqq(s,t) = exp —3Eﬁ7— is the quark-quark scattering amplitude and
L rP and rq are the r.m.s. radii of the pion, the proton and the

"dressed" quark respectively.

The dashed line in fig. 23 shows b(t) as obtained in ref. [50] using
the AQM parametrization with the values of r_, L and T obtained
from a fit to the measured wp differential cross-section at 200 GeV/c.
The agreement of the AQM curve with the data is quite satisfactory. However
the t~dependence in this AQM parametrization is dominated by the form
factors, therefore other models [53] containing these form factors may

equally well fit the data.

Sincere thanks and recognition are due to those who, at CERN and at
our home laboratories, helped us in fulfilling the research program

described in this paper.
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TABLE 1

Beam composition and the mean absolute momentum. Lepton contaminations
are the upper limits estimated at the beam stopper position

Polarity Po p¥ Beam content at Lepton
Nominal Absolute CEDAR position % contamination, %
momenfium, momentum,

GeV/c GeV/e T+ute K P win efn
- 100 100.30%0.05 93.50 4.10 2,40 2.34 2.06
+ 100 100,20%0.05 62.40 3.00 34.60 1.9C 0.70
- 150 150.5240,.18 94.10 4,72 1.18 1,98 1.32
+ 150 150.52%0.08 41,80 4,70 53.50 1.45 0.10
- 200 200.79%0.12 96.50 2,83 0.67 2.00 -
- 250 250.38%0.13 97.30 2.44 0.26 2.00 -
+ 250 250,3840.18 7.50 0.70 91.80 1.90 -
- 280 280.640,28 98.75 1.15 ©0.10 1.78 -
- 300 299.88%0.18 99.00 0.92 0.08 1.80 -
+ 300 299,76%0.18 1.75 0.35 97.90 1.80 -
- 325 - 99.60 0.40 - 1.80 -
- 345 - 99.87 0.13 - 1.80 -
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TABLE 2

The accuracy in measurements of different quantities

Measured Notation Precision {standard deviation)
quantity

Incident

particle P o(p)/p = 0.05%

momentum

Scattered

particle p' o(p')/p' = (0.2%0.3)Z
momentum

Forward

scattering ] Ogproj = 30 wrad at 100 GeV/c
angle %9proj = 18 wrad at 300 GeV/c
Energy

deposited Ty o(Tp) = 50 ReV

on anode A

Energy

deposited Ty o(Tp) = 50 KeV

on anode B

Energy

deposited T¢ o(Tc) = 40 KeV

on anode C

Analog sum

of Ty and Tp Tap o(TAR) = 70 ReV

Delay of o(tg) = (0.430.1)us

cathode signal tg at Tag = (1%+5) MeV

Delay of

anode A signal ta o(ta) = 60 ns at Ty > 0.5 MeV
Delay of

anode B signal tg o(tg) = 60 ns at T > 0.5 MeV
X—coordinate

of the vertex Xy 9(xr) = 0.15 mm

y—coordinate

of the vertex Yy o(yy) = 0.15 mm

z—-coordinate Zy 0(zp) = 0.3 mm

Recoil track

projection Xy o(Xyr) = (3%1.5) mm

on the beam at Tap = (135) Mev

axis
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TABLE 3

Test events elimination by different criteria
and global inefficiency at 250 GeV/c (negative beam)

Reasons for test events elimination

Percentage of rejected
test events

Muons 2.00
Electrons -
Reconstruction of the forward particle

track is impossible 1.10
Incoming trajectory does not provide

full geometrical acceptance 2.00
The momentum of the scattered particle

is outside * 5% of the incident beam 0.20
momentum

More than one IKAR cell has Vj and

Vap amplitudes higher than levels of 1.40
the digital discriminator

Showers detected by A3 counters in

coincidence with cathode pulse 6.50
Global inefficiency 13.20 %
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TABLE 4

Estimated contributions to the normalization error

The source of an error

The estimated value, %

Absolute t-scale 0.5
Inefficiency and

background 0.4
Effective targer length 0.4
Gas density 0.1
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TABLE 5
Differential cross-sections for mp and pp elastic scattering. The
errors are statistical and represent one standard deviation, the absolute
normalization error is 1%. Only results of NA8 experiment are presented. The
tables for WA9 experiment can be found in ref. [7].

1 b I I I 1 1 I
1 1t 21 d6/d% 1 ERROR 1 1 ¥ 1 SIGHA 1 ERROP H
1 (GeV/e) mb/Gevk)? Imb/GeV)® I 1 msietve2) 1 !
1 L0022 1 84,4063 1 2.1571 1 1 L0022 1 85.5220 I 1.9141 1
I L0023 1 76.2488 I z2.0617 I 1 L0023 I 77.1948 1 1.8028 1
I L0025 1 74,0007 X 1.9743 1 1 L0025 I 69,4061 L 1.7016 1
1 L0027 1 64,9309 I 1.8791 1 I .002? I £3.6867 X 1.6258 1
I L0029 1 59.5229 I 1.7940 1 I L0029 I 60.2704 I 1.5797 I
1 L6031 1 60.9112 I 1.8117 I 1 .o03t I 59,3885 I 1.5673 I
b L6033 1 54,1355 I 1.7063% I 1 L0013 b 55.5126 I 1.5163 1
e L0035 I 50,0564 I 1.6397 1 1 L0035 1 49.9528 I 1.4371 1
1 L0037 I 49,1914 1 1.6249 b 1 L0037 b 49.9923% I 1.4378 I
1 L0038 1 46,6166 T 1.5815 I b L0038 1 49,7645 I 1.6346 I
1 .0Q40 1 41,2643 1 1.4878 I 1 L0040 1 45,9774 1 1.3791 1
1 0042 1 642.8p79 I 1.51¢64 1 1 L0042 1 643}, z026 I 1.3369 I
1 .004% b 42.8478 I 1.5160 1 I L0044 1 40.7085 1 1.2978 1
1 0046 1 4n.35792 1 1.4716 1 I 0046 I 42.8307 I 1.3312 1
1 L0048 b 37.4687 I 1.6176 1 I L0048 1 39.8845 I 1.2846 1
i 0050 1 40.761% % 1.4786 1 I L0050 1 39.6836 I 1.281% 1
1 .e0s2 I 37.0952 1 1:4105 1 I .D0S52 1 37.9076 I 1.2523 1
I L0053 X 37.5961 1 1.4200 1 I .0053 1 35.%460 I 1.2195 1
1 0055 1 35.9036 I 1.3877 1 1 .0055 I 35.7933 I 1.2168 b
1 L0057 I 36.5175 I 1.399% I 1 L0057 1 35.777¢ 1 1.2165 1
1 L0059 I 36.9006 1 1.4088 I 1 L0059 1 b, §661 b 1.2365 1
1 L0061 I 36.4323 1 1.3%79 1 1 o081l b 4 34,3583 I 1.1923 I
1 L0083 1 34,7680 I 1.3656 I 1 L0063 I 34,7918 1 1.1995 I
1 L0065 1 34.0956 I 1.3523 1 1 L0065 1 35,6776 I 1.2147 1
bt L0067 1 331.4020 I 1.3385 I I L0067 1 33.9103 X 1.1862 1
1 L0068 1 33.1800 I 1.3340 I I L0068 I 33.6030 I 1.1788 b4
I L0070 1 32.7942 I 1.3863 1 1 L0070 i 32.7778 1 1.1642 T
1 .007e I 35.%5318 1 1.3815 I I 8072 I 3p.9002 I 1.1303 1
I L0074 1 3z.zve2 % 1.3156 i 1 L0074 I 33,0832 1 1.1695 1
I L0076 1 30.9374 i 1.2778 1 1 L0076 1 30.6121 I 1.1250 I
1 .0078 1 33.4005 1 1.3385 1 1 .0078 1 32.0%02 I 1.1518 1
1 .0080 1 31,699k I 1.3040 1 1 L0080 1 32.2590 I 1.1549 1
I 6082 I 31,2970 I 1.2957 I 1 L6082 I 31,6021 I 1.1836 1
I L0084 I 32.2693 1 1.3157 I b L0004 b1 31,8990 1 1.1406 b
1 . 0085 1 29.9404 I 1.2676 1 1 .0005 1 3z.1700 I 1.1534 1
1 L0087 4 32,3119 Y 1.3167 I 1 .0087 b 31,3062 X 1.1377 1
I L0091 b4 28.9022 I L7178 1 1 L0091 i 30.7683 I .b506 1
1 .0097 I 29.127% I L71%0 1 1 L0097 b 30.6053% I L6483 I
1 .0l02 1 28.097% I .7050 1 b .o102 1 29.%619 I L6405 b
b .0108 1 728.3391 I L7076 1 I L0109 i 28.2253 I 5382 1
1 .otla 1 29.1057 1 LTi72 1 I L8116 I 28.3796 I .53%96 1
I L0k19 1 27.5406 T 16978 I 1 L0126 1 27.6192 I .5324 1
1 L0125 1 27.6421 1 L6993 I 1 L0131 X 27.55%2 I 5319 1
1 L0130 I 26,9791 I L6911 1 1 L0139 1 27.4062 I .5305 I
1 L0136 I 25,3646 1 L6703 I 1 L0146 H 27.2285 I .508% H
I L0143 I 26.1727 1 .5899 I 1 L0156 1 26,4713 I 5216 I
1 L0150 1 26.6322 1 .5952 i 1 olez I 26.335¢ X L6654 1
I L0158 1 26,1256 1 .5897 X I L0172 1 25.8625 X L6613 T
1 L0165 b 26,0238 1 .5887 1 1 .6181 I 25.8270 I _abli e
i L0173 b 26.1617 1 L6673 1 1 .01%0 1 26,5879 I 4500 b
1 L0180 1 25,9523 1 .snz0 1 1 0200 b 24,7681 T La517 I
1 .olgs 1 23,9869 I L5653 1 1 .020% 1 25,7404 3 L4605 1
1 0165 1 26.3509 I L5697 1 1 L0219 1 26.6395 1 L4506 I
1 L0203 1 23.5868 1 L5606 1 1 .0228 1 23.6836 X L6418 I
1 .ez21e 1 24.5518 I .5719 I 1 .0238 1 24.0729 1 4066 1
1 .0218 1 26.6913 I L5734 1 1 0250 1 26.328% I 4086 bt
I L0226 I 24.4865 1 .5106 I 1 L0261 1 23.6520 I L6030 I
H L0236 I 23,9087 I L5043 H I L0272 I 22,7371 1 L3951 b
H 0245 I 23,4827 1 L4596 1 T ,0283 I 2z.9481 I .3969 H
H 0254 1 zz.ga9z I . 4930 I I .0295 1 21.9754 I .3883 I
b L0244 X 22.189¢ I L4850 i I L0306 b 21.6857 X .3857 I
T .0273 I 23,2652 % L0961 I I 0318 1 22.0312 I .3598 1
1 L0282 I 22,2806 X L6053 1 I L33 1 z21.5806 I .355% I
1 .0292 I 2i.9288 1 L4810 1 1 L0346 1 20.9832 I L3508 H
I L0301 I 20.5124 I .4ka7 e H ,6357 M 21.0680 1 L3513 I
I L0311 1 21.1206 I L4710 I 1 L0375 b 21.058% I L3510 I
X L0321 1 21.3506 1 L4321 1 I .0364 1 20.5248 1 L3463 I
1 L0312 1 21,1350 X L4288 i 1 L0392 1 20.0246 I 6397 I
I L0343 I 20.8406 I L6251 1 1 I I I
i .0335 I 20.6e6l I L6205 1 PR e
I L0366 I 20.0597 I L4155 1
1 L0377 1 zo.ov22 1 L3467 1 TABLE PI-H —150 GEV
1 L02E8 I 20,3056 I L6162 1
1 1 I 1

TABLE PI-H —-100 GEV
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TABLE 5 (cont'd)

1 1 I : I 1 1 1
1 T I SIGMA 1 ERROR 1 I i 1 SIGHA I ERROR 1
1 I HB/(GEVan2) I I 1 I HMB/{GEVw®2) I I
1 I I ¢ 1 b4 I 1
1 .0022 1 85.9283 1 1.8468 I 1 .0022 b 87.7965 X 2.5095 1
1 L0023 1 79,9406 I 1.7648 1 1 L0023 I 82.5460 I 2.6086 be
4 .0025 1 72.9861 1 1.6811 I I .0025 I 73.0712 I 2.2525 1
I 0027 I 68.4787 I 1.6243 I 1 L0027 1 67.3919 I 2.1558 I
I .0029 1 6l.64812 I 1.5372 I i L0029 I 63,8519 I 2.0941 I
1 L0031 I 57.1647 X 1.4816 I 1 L0031 I 57.6644 I 1.9873 1
I .0033 I 53.855¢ T 1.4379 1 1 L0033 I 54,8469 X 1.9376 I
1 .0035 1 53.7291 I 1.4362 I I L0035 1 55.1305 I 1.9424 1
I L0037 X 49.3917 1 1.3772 I 1 0037 1 51.61462 1 1.8758 1
I 0038 I 48,0608 I 1.3587 I 1 L0038 I 50.12086 I 1.8522 1
I . 0040 I 46.3996 I 1.3351 I 1 0040 I 50.9017 1 1.8669 I
I .0042 1 45.8844 I 1.3278 X I .b042 I 47.6251 I 1.8061 1
I -0044 1 43.6154 I 1.2947 I b 0044 1 45.3648 I 1.7629 I
I . 0046 I 41.679% I 1.2657 I 1 0046 i 43,1798 X 1.7201 I
I .0048 1 39.9130 I 1.2387 I 1 L0048 I 40.924% I 1.6748 1
1 .0050 I 41,2670 I 1.2595 I I L0050 1 42,6448 1 1.7698 1
1 0052 1 40,351 1 1.2456 I 1 o052 I 40.8248 I 1.6730 1
I -0053 I 39.3979 1 1.2307 ¥ 1 .0053 1 40.1733 I 1.65%7 1
I .0055 I 36.1405 I 1.1787 I 1 0055 I 19,9224 b 1.6566 1
I 0057 I 38.1916 I 1.2117 I 1 L0057 1 19,4104 I 1.6460 1
I -005% I 35.4760 I L1711l I 1 0059 1 38.6632 I 1.6283 1
I 0061 I 18.6845 I 1.219% I 1 .0061 I 35.3870 I 1.5578 I
I L0063 I 38.4755 I 1.2161 I 1 L0063 I 40,0826 h { 1.6580 I
1 0065 I 37.5262 1% 1.2010 X I .0065 I 39.5678 1 1.6471 I
1 L0067 1 34.8102 I 1.1567 I X .0067 I 36.1055 I 1.5735 I
I -0068 I 35.3932 1 1.1663 I I .0068 I 37.5745 1 1.6052 I
I -co70 I 34.3955 I 1.1498 I I .6079 I 36.3492 1 1.57a8 1
I 0072 I 33.7329 I 1.1386 I 1 L0072 i 36,0795 i 1.5729 1
I -0074 I 316757 I 1.1034 I 1 L0074 I 31.9563 I 1.4803 I
1 .0076 I 35.4492 1 1.1672 I 1 0076 b1 34,3020 I 1.5337 1
I .0078 I 32.8501 I 1.1236 i I L0078 I 31.765% h { 1.4759 I
I .0080 H 33,8865 1 1.1412 I I .0080 I 11.9208 I 1.4794% I
I .0082 I 31.3626 i 1.0979 I 1 L0082 I 32.7011 I 1.4976 I
I 0084 I 3d.e621 I 1.1272 I b ¢ L0084 1 35,4257 I 1.5585 I
I - 0085 I Jz.6206 I l.1162 I I .0085 I 35.4836¢ T 1.5816 b
I . 0087 I 32.2364 I 1.1131 I I .0087 I 36.3556 I 1.5788 I
I 0092 I 32.8636 I 5612 I 1 L0093 1 31,6065 1 L6564 I
1 L0099 1 31.1728 I 5450 -1 I .0102 I 30.6866 I L6069 1
I L0107 I 30.8067 I 5410 I I L0112 I A0.9022 I 6662 1
I 0114 I 29.3773 I .5z82 I I 0121 I 29.3558 I L6294 I
I 0122 I 27.8451 I 5143 I 1 0130 I 29.1366 I L6274 I
1 -0i29 I 28.0076 1 51690 I 1 L0141 1 28.2045 1 .5638 I
I L0137 I 28.5870 I 5215 I 1 o152 I 28,0513 I .E623 I
I L0ias I 27.4977 I 4576 I 1 L0183 1 27.64362 I 5542 b
1 0155 I 27.5203 I -4580 I I .0175 b 27.35646 1 L5558 I
I 0164 I 27.1718 I 4553 1 b 0187 I 26.9214 I 5103 I
I Q174 I 27.9940 I L4622 I 1 .0200 I 25.9260 I .5008 1
I 0183 I 271161 I -64551 I I L0213 I 25.6709 I L4584 I
I 0192 I 25.8784 I G446 I 1 L0226 1 24,9871 I G917 i
I 0202 I 25.50%94 I L4415 I I 0240 b ¢ 24.8616 h 1 L4588 T
I 0212 I 26.7932 I L3974 1 b L0255 1 24.6628 T L4548 I
I -0223 I 24.8557 I +3979 I I .0270 1 24.7151 1 4571 I
1 . 0235 I 24.8767 I -398% I 1 .0285 I 23.9582 1 L4699 I
I L0246 I 24.0750 I -3916 I I L0301 I 23.1235 I JAlea 1
1 6257 I 24,1845 I -3924 I I 0318 I 23.3513 I L4181 I
b 0268 I 23.%080 I 390t I 1 .0335 I 22.6258 1 L6112 1
I .0281 I 23,0543 I .3545 I I .0352 1 21.7363 1 L4026 I
I L0294 I 22.9503 I .353% I I L0370 I 21.4007 I .3784 I
1 .0307 I 22.6658 I .3511 I 1 .0387 1 21.4542 I .4230 I
I L0320 I 22.4018 1 L3468 1 1 1 1 I
I L0333 I g2 1190 I 3463 1 ——mrummem———— e mmemsa e rereaema————————
I 0348 1 2t.9070 I +3643 I

1 .035% I 21792 1 L3381 b TABLE PI-H ~250 GEV

I .6373 I 20.9453 I 3141 1

1 .6388 1 20.9503 I 3354 1

I 1 1 1

TABLE  PI-H -200 GEV



e

I 1
I T I
I 1
I I
I L0022 I
I .0023 I
I 0025 X
I .0027 I
I .0029 1
I L0031 I
I .0033 I
I 0035 I
T .00y 1
1 .0038 1
1 L0040 X
I L0042 I
1 .004% I
I .004é I
H 0068 I
i L0050 I
I 0052 1
1 L0053 I
1 .0055 I
1 L0057 i
I .0059 1
I 0061 i
I 0063 I
I .0065 i
I L0067 I
1 .0068 I
I 0070 I
I 0072 1
I 0074 I
I 0076 I
I .0078 I
I .0080 i
I 0082 I
I .00864 I
I 0085 I
1 L0087 1
1 .0093 I
1 L0102 I
I 0133 I
I .0124 I
I .01135 I
I L0147 1
1 L0160 1
I L0174 I
I 0187 I
I .0201 I
I 0216 I
I L0231 I
1 0247 I
1 0264 I
I .0281 1
I .0298 I
I L0317 1
I L0336 1
I ,0356 I
I 0376 I
T .03%0 I
1 1

TABLE

SIGHA
MB/(GEV¥e2)

46,8796
62.6102
£5.83%
53.46582
50,2661
4%.5911
49.8752
46.4592
45.4100
43,2499
43.5280
43.4409
“41.9629
3%.9955
39,2053
38,7625
38.64350
364552
37.8437
37.3620
35.4850
36.2256
35.2263
36.2327
35.83%0
16.8292
32.5363
32.6178
31.1469
35.0a416
34,2589
33.2455
31.8565
32.3613
31¢.9784
30.6988
2%.0370
28.3699
27.7982
27.4045
25.3456
25.6770
25.90348
25.6963
C26.4974
26.519%%
23.9%49
24.0044
22.9467
22.6492
22.2904
21.6426%
21.7769

PI-H ~280 GEV
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TABLE 5 (cont'd)

o b bt b b et b bt bl e bt e e Db S Bl bl b B e b e b s ek e bed bbb b pd b Bt b Bl el Bt b Bt Bad Bl e b b e e B e 4 el

I
1
I
I

1 1
1 T I SIGHA
1 1 HB/(GEVw»
H I
1 .0022 ¥ 91.16%6
I L0023 I 50.5810
T L0028 I 747674
1 .0027 I 71.22351
I noze 1 66,4594
I L003l by 57.7050
I 0033 I 57.5620
i L0035 1 57.0692
1 L0037 I £3.12%0
1 L0038 X 50.0974
I L0040 b 49.3722
I L0042 1 48,7017
1 L0044 I 47.64766
1 0046 I 43,4262
I .00GH I 44,3803
h{ .0050 I 41.5905
1 .0052 1 42.7497
i 0053 I 43,3869
B | . 0055 I 40.5645
1 ,0057 | 39.732%
1 .0059 I 39.3237
I tosl I 38,1235
1 .0063 1 38.0625
1 L0055 1 38,1244
I .pe&7 I 37.9007
1 .0068 T 14.8936
1 L0070 I 36,2614
1 0072 1 35.3376
I L0074 I 35.3279
I L0076 1 36.7620
I .0078 I 14,7701
I .0080 1 32.3834
b ¢ . 0082 I 34,2985
1 L0084 1 33.6199
I .0085 I 33,2605
I .0087 I 32.6671
b3 .0089 b 33.0310
1 .0091 I 33.4462
I L0093 1 34.4983
I .009% I 31.9039
I .o0l08 1 30.8753
I, .oile I 29.8033
1 .0i29 I 29.0698
1 L0141l b4 28.5554
I L0153 I 28.6598
I L0148 1 28,3419
1 L0179 1 27.6326
1 L0193 1 27.2293
1 L0208 1 26.4250
1 .0223 1 25.9218
I .0238 1 25.6089
I .0254 1 26,9482
1 L0271 T 24.5205
1 .0288 1 24,4045
1 L0306 I 23.4343
I L0325 I 23.0198
1 .0343 o 21.7335
1 L0363 1 22.2719
T . 0384 I 21.1228
I I

TABLE PI-H

[ P e e e E e e el e R o L A R R R Rl ol ol el ol bk bed 3ol b e et ot b et bl bl Bt bt e Bl 3ot By e Bl el bt e b bl B

e L L

=300 GEV

1.2725
1.2661
1.2668
1.2459
1.2471
1.2435
1.2270
1.2165
1.2179
1.2009
1.2251
1.1915
11500
1.1835
1.1718
1.1656
1.1552
1.1592
1.1658
1.1831
.5081
.4988
4470
L4616
.4378
L4062
404l
L3992
L3707
L3653
L3618
L3596
.3345
L3315
L3306
3071
L3040
L2950
.2844
L2764

St bt bt bl Bl B 0 et B et b S S G R e e e et bt B M S e b e el et bl e Bt b S e e e R b
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TABLE & (cont'd)

b X I 1
I T 1 SIGHA 1 ERROR 1
I I MB/(GEvVwm2) I I
I I 1 1
I L0022 I 92.8086 I 2.1210 1
I L0023 I 82.9532 1 1.9934 I
I .0025 I 76.8804 I i.9137 I
I .0027 I 70.2504 I 1.8263 1
1 -0029 I 64.6308 I 1.7504 I
I L0031 I 62.3617 I 1.7181 1
I .0033 I 53.5573 X 1.5924 I
I L0035 I 54,3211 I 1.6041 I
1 .0037 I 53.6285 I 1.5%942 I
I .DO38 I 56,0034 X 1.6002 1
I L0040 I 50.6307 I 1.5498 I
I L0062 I 47,1366 1 1.4958 I
1 L0064 I 45.0607 I 1.4628 1
1 .0046 1 %3.3818 1 1.6356 I
I L0048 1 43.8572 I 1.4438 1
1 L0050 I 42.6393 1 1.4239 I
1 . 0052 I 40.1660 X 1.3823 I
I .0053 I 42.6090 I 1.4239 I
I .0055 1 41.1381 ' 1 1.3994 I
I co057 I 41,4033 Y 1.4041 I
I .0059 I 37.5867 X 1.3380 1
I L0061 I 38.5326 I 1.3550 I
I L0063 I 38.8099 I 1.3600 I
X L0065 1 37.0125 1 1.3283 I
I L0067 1 36.8729 I 1.2895 1
I L0068 I 35.5264 I 1.3017 I
I .0070 I 35.2175 I 1.2961 I
I L0072 I 33,9927 1 1.2735 1
I L0074 I 36.1348 I 1.3131 1
1 0076 I 35,9348 I 1.2913 1
I .0078 I 32.3827 1 1.2433 I
I .0080 1 30.2971 X 1.2027 I
I L0082 I 32,1604 I 1.2388 1
I .0084 I 37.0007 X 1.3293 I
I .00BS I 34.9677 X 1.2923 I
I .o087 I 3l.9222 1 1.2349 I
I L0093 I 3z.5105 I .5562 1
I .0103 I 31.6737 1 .5004 I
I L0114 I 29.2219 1 L4803 X
I L0126 I 30.6951 I 4923 I
I 0i3a I 28.8727 1 L4423 I
I 0151 I 26.0614 X L6362 I
I _vl6s I 28.0500 Y L4360 I
I L0178 I 27.0560 I L4010 I
I L0193 I 27.1752 1 L6019 I
I .0208 X 26.5598 Y L3974 I
X .02264 I 25.8977 I .3700 1
I L0241 i 25,1014 T L3642 1
I .0258 I 264.5993 I .3604 1
I .0276 I 26.4318 I L3408 I
1 L0295 1 23.5197 I .3339 1
I L0313 I 23.0421 I L3302 1
I W0333 I 22.4007 1 .3100 I
1 .0356 I 22.3628 1 .309] i
I 0374 I 21.6184 1 -303% 1
I .0389 I 2i.0300 T L4433 I
I 1 I h¢
TABLE PI-H ~325 GEV

B e T T A et e

1 1 1
I i X SIGHA 1
1 1 HB/(GEVs¥2) I
1 1 1
1 0022 I 95.7871 I
I .0023 Y 82,5149 ¥
1 -0025 X 76.8951 1
I L0027 I 89,9022 I
I 0029 I s4.2836 I
I 0031 I 57.6068 I
I 0033 I  §6.9245 I
I .0035 I 556782 I
I .0037 I  s8.8127 1
I L0038 I 523159 I
I 0040 I S1.4172 I
1 .004z I  45.7689 I
1 20046 I 46,9593 I
I .0046 I  «5.8080 I
1 L0048 I 4l.9098 I
1 L0050 T 438813 I
I 0052 I 41.1437 I
I .0053 I 39:6649 I
I -0055 X 41.2137 X
I L0057 I 41,6256 I
I 0059 1 360942 I
1 0061 X 38.51%4 1
I .0063 I 34,9327 1
1 L0065 T 37.8066 I
1 0067 I 34.8595 I
1 0068 I 34,3487 I
I .eo70 I 358747 I
I L0072 I 37.3219 1
I 0074 I 34,7939 1
I L0076 I 33.7441 I
I .e078 I  36.3880 1
I 0080 I  32.7352 I
1 L0082 X 36.4B67 I
I .o086 I  35.4865 I
I .0085 I 3¢.2449 I
1 0087 I 35,7181 I
1 -0089 X 34,3035 I
I .0091 I  33.4566 I
I .0093 I 338602 1
1 L0099 X 32.7860 I
I Lol 1 31.1873 I
bs 0123 1 313818 1
I .0136 I 29.1664 %
I 0149 I z8.7460 I
1 -0163 X 27.7785 1
1 .0178 X 27.2813 I
I -0193 I zé.418% I
1 0209 I 26.4506 I
I L0226 X 26.2948 I
I L0246 I  z6.9688 I
1 -0263 1 26.5678 I
1 .028F T 24.5249 I
1 030! I z3.7518 3
1 -0322 I z31em 1
I L0342 I z72.7947 1
1 (0366 I 21,7042 1
1 L0385 I 21,7195 1
I 1 I

I S T T A IR pee Ty e

PI-H 345 GEV
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TABLE 5 (cont'd)}

I I I I I I I
I T I SIGHA 1 ERNOR 1 T X SIGHA I ERROR I
H I MB/(GEVw*2} I I 1 I MB/{GEV##2) I I
I I i I I I I b
.0022 I 136.7833 I 4.698% 1 I .bo22 I 131.3619 I 3.715% b
L0023 I 126.7¢51 I 4.4630 ) { b1 .0023 I 124.6563 I 3.5960 I
.0025 I 124.0149 I 4.3792 1 1 0025 1 113.5033 I 3.3895 I
L0027, I 117.89%5 1 4.2489 I 1 .0027 I 109.5665 I 3.3543 1
L0029 I 112.2116 I 4.1328 I I .002% I 106.7000 I 3,3077 I
.0031 I los.8314 I 4.0623 1 1 .003t I 105.2469 I 3.2082 I
L0033 I 97.4670 I 3.8407 i I .6033 I 10z2.6738 1 3.26438 I
L0035 I 98.2173 I 3.8530 I I L0035 1 96,1929 1 3.1072 I
L0037 I 89,3651 I 3.6740 I 1 .0037 I 96.5972 I 3.1470 I
L0038 I 88.6235 I 3.6580 I I .c038 ' I 85.6162 I 2.9632 1
L0060 T 90.2084 I 3.6909 1 1 .0040 1 92.0566 I 3.0730 1
L0042 I 95.2520 1 3,7917 1 1 .0042 1 90.6839 I 3.0503 1
L0064 I. 91,295 1 3.7120 I 1 . 0044 I a7.1288 I 2.990l I
L0046 b1 80.6547 I 3.4889 1 1 0046 I 90.6938 1 3.0508 1
,0048 I 97.5825 1 3.8375 1 1 00608 I 84.6734 I 2.9480 1
L0050 I B85.7269 I 3.5968 I 1 0050 I 8l.o198 I z2.9191 1
.0052 I 83.9965 I 3.5603 1 1 .0052 1 91.9701 I 3.0725 bt
.Q053 I 84.0573 I 1.5615 I I L0053 I 86.3882 I 2.9779 1
.0055 I 87.2575 1 3.6286 1 1 L0055 I 81,0501 I 2.8684G I
L0057 I 81.4163 I 3.5050 1 1 .0057 | 82.8315 I 2.9160 1
L0059 I 82.0521 I 3.5185 I I .0059 I 79.2290 I Z.851%9 I
.0061 I 82.8118 1 3.5347  § 1 L0061 1 77.8079 I 2.8262 1
L0063 I 84.6006 I 3.5727 i I . 0063 I 76.8803 I 2.8094 I
L0065 1 78.5364 1 3.4620 I 1 0065 1 81.6026 I 2.8944 I
L0067 I 79.4471 1 3.4618 I I L0067 I 76.8280 I z.8085 1
.0068 I 77.9901 1 3.4300 I 1 0068 I 79.1565% b 4 2.0508 1
.0070 I 78.1353 I 3.4330 I 1 L0070 X 75.9279 1 2.7921 I
.0072 I 77.4427 1 3.4176 I I L0072 I .70.3327 1 2.4873 X
-0074 I 76.2764 X 3.2556 I I L0074 I 76.5687 1 2.8040 I
L0076 I 78.5068 I 3.4409 1 I L0076 1 76,4712 1 2.765% I
.0078 1 74,7203 I 3.3568 I I .0078 1 73.2748 X 2.7432 1
0080 1 76.9154 1 3.4057 I I .0OBO 71.6083 I 2.7082 I
.0082 1 73.%801 1 3.3401 1 I L0082 I 71.3956 X 2.7080 I
. 0084 1 72.4268 1 3.3048 I I L0084 I 69.0867 I 2.6640 I
.0085 I 69.6970 1 3.2619 I X .6085 I 75.4866 I 2.7849 I
.o0a7 I 79.3078 I 3.4582 1 I L0087 1 73.6666 I 2.7512 I
L0091 I 76.5658 1 1.95%0% I b1 0091 I 75.8272 I 1.6100 I
L0097 I 75.6752 1 1.9439% I 1 0097 1 73.5173 1 1.5631 1
0102 I 72.4480 b ¢ 1.8989 1 b 0102 I 73.3269 1 1.5791 1
.0108 I 72.82%1 I 1.9027 I 1 .0le9 1 70.5855 - 1 1.3409 1
L0114 I 70.245% I 1.8687 I I L0116 1 69.4363 T 1.3302 1
L0119 ¥ 68.1%88 I 1.8418 I 1 0126 1 76,7043 I 1.3429 b
L0125 I 69.4131 1 1.8587 I I L0131 1 69.4636G 1 1.3317 1
0130 I 63.8995 1 1.7639 1 b4 L0139 I 67.2618 X 1.3108 I
.0136 I 63.4530 1 1.7781 1 1 L0166 1 66.3873 I 1.3030 I
L0143 b 65.2622 I 1.5622 I I .015% I 67.1643 I i.3111 I
0150 1 66.0554 I 1.5722 1 I .0162 1 67.0286 I 1.1720 I
.0158 I 63.5616 1 1.5627 I 1 0172 I 65,6431 1 1.1585 I
L0165 I 65.1532 I 1.562¢4 I 1 0181 I 63.5217 I 1.1418 I
0173 I 60.349456 1 1.50640 1 i L0190 1 63.2115 1 1.1393 I
L0180 I 64.1399 I 1.5508 I I 0200 h § 61.8503 I 1.1276 I
.0188 I 62.4855 I 1.5310 I 1 0209 1 61.9041 I 1.1280 I
L0195 I 61.0120 I 1.5130 b I L0219 I 61.8360 1 1.1275 I
.0203 X 60.5647 I 1.5075 1 i 0228 I 57.6550 1 1.0888 I
.0210 I 58.6581 I 1.4837 i I .0238 1 59.4038 I 1.0088 I
.p218 I 60.5270 I 1.5071 I 1 .0250 I 56.6395 I . 9850 by
0226 1 57.2682 I 1.3111 I I .0z26l 1 59.2203 I 1.0070 be
L0236 I 59.1167 X 1.3319 1 i .0272 1 57.6717 I L9935 by
.0245 I 57.1577 I 1.3094 I 1 .0283 I 55.8972 I 9777 I
L0254 I 56.7809 I 1.3047 1 I .0295 I 53.5735 I L9567 1
L0264 I- S57.1124 1 1.3080 I I L0306 1 53.1929 I .§528 1
L0273 1 54,7953 1 1.2807 i I .03la I 52.8257 I L6786 by
.0z82 1 56,7930 I 1.3032 I 1 L0331 1 52.4216 1% L8743 1
L0292 1 56.6773 I 1.3011 I I .03a4 I 51.4383 I L8652 1
L0301 1 52.6105 1 1.2527 1 I L0357 I 50.199% I .8537 i
L0351 1 54.55%0 I 1.2748 I 1 L037] I 49.2297 1 N-111) b
L0321 I 52.8699 I 1.1445 1 b L0386 1 4B.5186 I .B37) I
L0332 1 53,5332 1 1.1505 i 1 L0392 I .e9.3270 1 1.577%6 I
.0343 1 50,6663 I 1.1177 I 1 I 1 I
L0355 I 51.4224 1 1.1248 1 —————————— e e e e
10366 1 48.6377 1 1.0902 I
L0377 I 48,1716 1 1.0855 1 TABLE P-H 150 GEV
.03808 1 47.8305 I 1.0800 I
) { I I

B bt bt bt b bt b bt bl Bl e St B ] b bl B bl bt e bl Bt b b e beod bl Bl b b bk b ed et el Ded et bt Sl el bt bnd dnd bl B bl b bl Bl gt Pk bl g bk Db bl Dnd bk bl Bl Bl Bl B Bt bt bt Bed Bef D B el el

TABLE PrH 100 GEV
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TABLE 5 (cont'd)

I 1 I I 1 I I 1
I T X SIGMA T ERROon I 1 T J STGHA X FRRORA 1
1 I MB/IGEVY#2) I 1 1 I MB/JIGEVRwZ) I 1
I X 1 X b I X I
1 L0022 I 13¢.7859% 1 3.9¢04 1 1 0022 I 137.1950 I 4.7761 I
1 L0023 I 126.9690 I 3.8116 H b1 L0023 1 125.)12%5 1 4.5214 1
I (1532 I 12r.¢021 X 3.7043 1 b 002s I 317.8490 1 4.3681 I
I 0027 I lis.e8)7 I 3.5837 I 1 L0027 X 118.3003 I 4. 3609 1
I L0029 I 103.6448 I 3.4038 T 1 .be29 I %8.%008 I 3.98405 I
1 .0031 1 97.1731 1 3.2928 i 1 [ K Y] I 103.3411 1 4,.0767 1
I -0033 1 1e0.1123 3.3409 I 1 L0011 I lo1.29:18 1 4.0350 b
I o03s I 101.3265 1 3.3608 i 1 L0035 1 102.1058 1 4.0528 I
I L0037 I 95.4665 I 3.2623 1 1 0037 I - 89.4786 1 3.7957 I
I .0038 I 97.1020 I 3.2906 I b .0038 1 94,9263 1 3. 9114 I
I -0040 1 89.4887 1 3.1594 X 1 0040 1 87.9107 1 1.7654 1
T L0042 I .02 I 3.1858 1 b1 006z I 88.7573 i 3.705% i
I 0ous 1 B87.0266 I 3.1166 I 1 L0044 I 87.5808 I 3.7617 1
X Y b 06,8161 I 3.1695 I ¥ L0046 I 87.0326 I 3.7511 I
1 .0048 I 92.1241 I 3.2074 I 1 0048 ¥ 88.3173 I I.77%8 I
I .0058 I 87.2862 X 3.1223 I I L0056 I 85.1282 I 3.71i% b
I .0052 1 86.6757 1 3.1116 1 I .0052 1 93.8706 I 3.8986 1
I 0053 X BL.6504% I 3. 6202 i i L0351 I 87.2817 I 1.7500 I
I .0055 I 78.630iQ I 2.9639 I 1 2055 I B5.6%14 I 3.7262 I
I L0057 T 000676 I 2.3710 i I LDE57 1 77.4507 % L.543Y 1
I -0059 1 86.4310 1 3.1076 I 1 0059 I 84,7445 X 3.7064% I
I L0061 I ‘FE.8kE2 I 2.%457 I ¥ 62 I A3.8540 I 3.6873 1
I L0063 I 78.5569 I 2.9627 I 1 L0063 I 75.9982 1 3.5106 I
I L0065 I 82.0683 1 3.0393 X I L0003 1 7e.9352 % 3.5791 I
I 0067 I 80.4138 I 2.9975 I I 0067 I 78.5758 1 3.5701 I
I -0068 1 8z.3:38 I T.one7 I 1 6068 T F2.1a24 3 Z.G21Y I
I 0070 I 74.9717 I 2.8943 I b .0070 I 79.75%95 I 3.4826 I
1 L0072 I IT.8297 1 7.9489 b4 5 LGOS b3 81.677° 1 31,6359 I
I -0074 I 82.0498 I 3.0270 I 1 L0076 1 79.1866 1 3.5845 I
I 0076 b 73.7662 1 2.8708 I 1 L0076 I 78.8565 I 3.5772 I
I .0078 I 77.3411 X 2.9396 I 1 L0078 1 73.3810 I 3.4508 I
I L0089 I 72.94¢% I 2.8548 I i L0080 I 75.4525 I 3.4993 I
I .0082 I 77.2064% I £.9370 I 1 .oo082 1 70.4425 I 3.38)2 I
b -0084 I 73.5291 1 2.8662 I 1 0084 1 75.5914 I 3.5027 I
1 .0085 i 78.2506¢ I 2.9566 I I . 0085 I 79.3933 X 3.5898 I
I .ooaz I TE.T712 1 2.8318 I I 0ORT I 74,1756 I 3.47069 1
I .00a9 I 76,1962 I 2.9105 I 1 . 0039 I 76.6831 1 3.5193 I
I 0091 I 70.9399 I 2.9637 I 7 o9l I 72.7495 I 3.4263 1
1 L0093 i T5.09%7 e <.868%3 I 1 L0093 i T7.2956 1 3.5271 I
I L0398 I 73.0006 I 1.4222 I I L0099 1 71,2525 I 1.5120 I
I -0105 1 71.0325 1 k.4004 i 1 plo8 I 72.7505 I 1.5245 I
I 0114 I J0.4106 I 1.2460 I 7 clls I 70.35i1 X 1.3676 I
I L0123 T TL.2104 I 1.2531 X 1 o12% I 75,4684 1 1.3712 I
.3z 1 67,7567 1 t.2228 1 X 0161 I 68.0661 1 1.3465 I
I 0142 x 67.53339 4 1.3212 X i LRSS i EY ) 1 1.513¢ I
I 0151 I G7.66464% I 1.2227 I by 0166 I 65.5502 1 1.2248 I
X 0161 I H6.3304 ¥ P.ic73 X ¥ 8177 1 642098 % j.2i2%9 I
1 0173 1 44.9386 L 1.0944 I I .0190 I 64.4803 I 1.2140 I
I piBa H 64,1758 1 I.cap” ¥ T o208 i 6:.21%1 x 1.1087 1
1 .0195 by 62.9163 1 1.0778 1 1 L0220 1 %1.1703 3 1.1085 I
I .0206 bt A1.4586 1 1.6672 T b 023% T 52.2725 XY 1.0815% I
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I .0330 I 53.2586 I -8573 I I .D388 1 49.6545 I 1.142¢6 1
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TABLE 6

Values of p and b resulting from the fits

Py t-region No of events ptAp bxab
GeV/c (GeV/c)? (GeV/c) ?
1 p-scattering (WA9)
30 .002-.02 20,000 - 04%.02 -
50 .002-.04 78,000 -.003£.013 10.1+.3
80 " 94,000 +.0172.013 10.7%.3
100 98,000 +.,023+£,013 10.8%.3
120 " 68,000 +.052+,013 10.8+.3
140 .002-.03 19,000 + .03z.02 10.4%.8
n~p-scattering (NAS)
100 .002-.04 100,000 L048%.012 10.5%.3
150 " 130,000 048+.012 10.1%.3
200 140,000 .0641,011 10.3%.3
250 80,000 L078+.013 10.4+.3
280 " 115,000 .087%,012 10.5%.3
300 " 150,000 .090£.012 10.7x.3
325 " 120,000 084,012 10.9+£.3
345 110,000 075%,012 11.0+.3
pp—scattering (NA8)
100 .002-.04 85,000 -.092%.014 12.0£.3
150 " 130,000 ~-.040%.014 12.1%.3
250 N 120,000 -.041%.014 12.2%.3
300 80,000 -.028+.016 12.4%.3




Values of the constants b o? P

on the slope parameter b with the formula b

po—l GeV/c.

respectively.

particles and
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TABLE 7

b1 for negatively charged particles.

degrees of freedom in the fits.

1 and b2 obtained by fitting the existing data

=b +b (p/p ) +b R,n(p/p Y with

+
1 stands for the value found for positively charged

b was allowed to be different for particle and antiparticle,

NDF is the number of

+

e, particle bo b, by bz q X %/ NDF
(GeV/c)? (GeV/e)=2  (Gev/c)-2 (GeV/c )2 (GeV/e)-2
.02 p 11.13.22 -6.21+.53 - .30%.04 5{fix)  82/69
.02 m* 9.11%.17 - 65(fix) .29£.08 S5(fix) 17722
.2 p/p” 9:26%.29  -4.94%.52 7.23%.59 .28+,05 -5(fix) 32/59
.2 K*/K" 6.77£.33  -5.72%.51 1.01+.54 242,06 5(fix) 41744
.2 nt/q- 6.95%.28 - .73%.45 .652.45 .27£.05 -5(fix)  53/60
.2 p/p” 9.25%,29  -5.05%,55 7.49%.74 .28%,05 .52%.02  31/59
.2 K*/E" 6.55%.30  ~5.98%,50 1.60%,57 27%.06 .56%.03  37/44
4 P 9.672.47  -7.51+.80 - .10+,08 S(fix) 41729
4 T 6.13+.11 - -65(fix) +25%.07  .5(fix)  33/24

LR T TRTE DT T R
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Table 8

Valuez of the constants b,, ¢ and d, obtained by fitting the data on pp
and mp scattering at 200 GeV of ref. [50], on mp scattering at 8 and
16 GeV/c of ref. [42] and our data at 200 GeV with the following

parameterization: blt] = b, - 2cit| + 3d|t]z.
Particles P, GeV/c bo (GeV/c) 2 c (GevV/e)™* d (GeV/e) ©
PP 200 12.47 £ 0.10 6.83 * 0.50 4,94 £ 0,7
Tp 200 10.73 £ 0.20 7.25 £ 0.90 4,5 *1.2
mp 8 +16 10.18 £ 0,12 7.76 £ 0.60 5.3 0.7
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FIGURE CAPTIONS

Fig. 1

Fig. 2

Fig. 3

Fig. 4

Fig. 5

Fig. 6

Fig. 7

Fig. 8

Lay-out of the experiment: B1-B8 are bending magnets; CED1l, CED2
are differential Cerenkov counters; TH1, TH2 are threshold
Cerenkov counters; BS1-BS4 are multiwire proportional chambers of
the beam spectrometer; PCl-PC6 are blocks of multiwire
proportional éhambers;Sl—SZ, Al-A3 are scintillator counters; and
IKAR is the recoil detector. In the beam lay-out all quadrupoles
and correction dipoles and all collimators except the momentum

defining slit have been omitted.

Particle spectrum at 150 GeV/c determined by scanning the

pressure in one of the CEDARs.
A schematic view of two cells of the recoil detector IKAR.

Time diagram of pulses Produced in IKAR by a recoil particle.

The energies TA’ TB, TAB’ deposited on the IKAR electrodes
A,B, and A + B as functions of the recoil energy T « 'The
calculation was done using the energy-range curve for protons in

hydrogen at 10 atm Pressure.

Correlation between the recoil energy T* and the energy

TAB deposited in IKAR for a sample of events before x? cut.

The spot size is proportional to the number of events. T:

was calculated from the scattering angle of the forward particle g
assuming elastic scattering: T* {p*8)? /2M where p* is the mean

absolute momentum of the beam particles and Mp is the proton mass.
Same as in fig. 6 but for events left after the yx? cut.
Correlation between the recoil energy T and the delay time

of the cathode signal with Yespect to the passage of the

beam Particle for a sample of events after the x? cut. Thisg

correlation was not used for selection of the elastic events.

B L T BT PARTHIPIL LI R DI P ATI  Tar e e n g e s
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FIGURE CAPTIONS (Cont'd)

Fig. 9

Fig. 10

Fig. 11

Fig. 12

Fig. 13

*
Correlation between the recoil energy Tr and the difference

in the delay times t, and te for a sample of events after the

A
*
x? cut. The elastic scattering kinematic requires ]tAftBim Tr'

This correlation was not used in selection of the elastic events.

Momentum distribution of elastically scattered pioms. The
right-side tail in this distribution is due to bremstrahlung

effect.

Correction to the a—source calibration of the recoil emnergy
scale. Tr is the recoil energy calculated from the V,p
*

amplitude. Tr is the recoll energy calculated from the
scattering angle of the forward particle. The straight line in

. . . * %
the figure is the result of the fit Fl(Tr) = a, + alTr
with a g = (-45%5) KeV, a) = 0.02040.002.
Distribution of the delay times tA used to determine the
effective target length. The bin width of the distribution is
50 ns. (tA)G and (tA)K indicate the delay times
corresponding to the tracks lying in the planes of the grid and

the cathode, respectively.

The upper part of the figure shows the x? distribution for a
sample of events in a Tr bin. The dashed line represents the

x? distribution of the test events normalized to the number of
the physical events. The relative amount of the test events
beyond x;ut = 15 gives the number of good events rejected

by the x? cut (1.5%). The lower part of the figure shows the
difference between the physical and the test events distributions

used to find the background under the x? peak (1.4%).
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FIGURE CAPTIONS (cont'd)

Fig. 14

Fig. 15

Fig. 16

Fig. 17

Fig, 18

Corrections that were applied to the measured differential
cross-sections for the first class of events (a) and for the

second class of events (b):

- the loss of good events caused by the x? cut;
. the level of background;

1

2

3. the cathode inefficiency;
4, the radiative correction;
5

. the total correction.

Examples of the fits by the interference formulae (20) to the
measured differential cross—sections.

a) pp~scattering and b) Tp-scattering at 250 GeV/c.

a) The values of I (E) obtained from do/dt {t=0) for Tp

charge exchange reaction [23].

The solid line is the result of calculation [22] of the integral
I (E) using eq. (23),

b) Experimental data on U;p = (Uﬂ-p_dﬂ+p)/2 from ref. [21].

The curve represents the parametrization HK-80/2[22]:

U“P = 2.93(p/p0)'°'“7 mb, p, = 1 GeV/c,

Experimental results on pn'p(E’t=O) in the momentum range

10 <« p € 120 GeV/c.

a) The data from the measurements previous to our experiment and
b) present sjituation.

The curve in the figures are the prediction of the dispersion

relation calculation (HK-80/2 [22]).

Experimental data on ppp(E,t=0).

The full line is the result of a dispersion relation calculation
by Grein [28].

The dashed areg corresponds to the uncertainty estimated in
ref.[28].



- 55 -

FIGURE CAPTIONS {(Cont'd)

Fig. 19 Experimental data omn c“jp(E).
The dash-dotted line represents the parametrization suggested by
Hohler et al., [22] (HK-80/2).
The full line is a result of a simultaneous fit to the data on
Yot and p"-p.
The cross hatched area corresponds to one standard deviation of

the parameter Ebreak‘

Fig. 20 Experimental data on pu_p(E,t=0).
The dash-dotted line is the result of a dispersion relation
calculation with parametrization for o;p (E) suggested by
Hohler et al. [22] (HK-80/2).
The dotted line is the result of a simultaneous fit to the
ot and p data.

The full line is the result of a dispersion relation calculation

with the parametrization for o;b (E) obtained from the simultaneous

fit and with assuming a break at 4000 GeV.

Fig. 21 Slope parameters b at different t-value as functions of the
incident energy for v7p and pp-scattering. The points at
lt| = 0.2 (GeV/c)? and |t| = 0.4 (GeV/c)? are from our
compilation [16] of the world data.
The solid lines represent the results of the fits to the data
with parametrization (42). The parameters found from the fits

are given in table 7.

Fig. 22 Our compilation of the world data on the slope parameters at
-t = 0.2 (GeV/c)? for pip, Kip and niﬁ scattering.
The solid lines show the slopes calculated using eq. (42) with
and b, listed in table 7, and q = 0.5.

1 2
The dashed lines represent only a linear part of eq. (42).

parameters b , b
o

Fig. 23 t-dependence of hadronic slopes for pp elastic scattering at
200 GeV and Tp elastic scattering at 8%16 GeV and 200 GeV.
The solid lines represent the results of the fits to the data
using the parametrization: b(t) = b°—2c|t1 + 3d|t]%. The
dashed lines shows b(t) as obtained in ref. [50] using the A.Q.M.

parametrization.
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relative scale

Number of events,

N Fp (250 GeV/c)
Physical events
2000 [ (Tr=1.5—2.0 MeV)
T - Test events
(Tr=1.94 MeV)
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