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197Au(n,γ ) cross section in the unresolved resonance region
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The cross section of the reaction 197Au(n,γ ) was measured with the time-of-flight technique at the n TOF
(neutron time-of-flight) facility in the unresolved resonance region between 5 and 400 keV using a pair of C6D6

(where D denotes 2H) liquid scintillators for the detection of prompt capture γ rays. The results with a total
uncertainty of 3.9%–6.7% for a resolution of 20 bins per energy decade show fair agreement with the Evaluated
Nuclear Data File Version B-VII.0 (ENDF/B-VII.0), which contains the standard evaluation. The Maxwellian-
averaged cross section (MACS) at 30 keV is in excellent agreement with the one according to the ENDF/B-VII.0
evaluation and 4.7% higher than the MACS measured independently by activation technique. Structures in the
cross section, which had also been reported earlier, have been interpreted as being due to clusters of resonances.

DOI: 10.1103/PhysRevC.83.034608 PACS number(s): 25.40.Lw, 29.30.Hs, 27.80.+w

I. MOTIVATION

The 197Au(n,γ ) cross section is an established cross-section
standard for thermal neutron energies (at 0.0253 eV) and
for the energy range between 0.2 and 2.8 MeV [1].
The evaluation of the standard cross section is based on
available experimental data, including absolute measurements
and information from relative measurements and from
measurements of cross-section ratios. Although the evaluation
covers the lower kilo-electron-volt region above the resolved
resonance region as well, it is not a recommended standard
below 200 keV due to discrepancies of 6%–8% compared to
results, which were essentially obtained in two well-designed
experiments, a time-of-flight (TOF) measurement at Oak
Ridge Electron Linear Accelerator (ORELA) [2,3] and an
activation measurement at the Karlsruhe Van de Graaff
accelerator [4], which agree within 1.5%.

The TOF measurement of Macklin [2,3] was performed
in the energy range from thermal up to 2 MeV with the
intention of establishing an accurate (n,γ ) cross section for
use as a standard. The experiment was carried out with the
pulse-height-weighting technique (PHWT) [5] at the 40-m
station of the ORELA facility. The data were taken with a
sample 0.55 mm in thickness and an energy resolution that
increased from 0.25% (full-width half-maximum, FWHM) at
100 keV to 0.8% at 2 MeV. This pioneering effort, which
claimed an overall uncertainty of 3.6 to 4.7%, reported also
significant structures in the energy region up to about 200 keV.

In the completely different activation measurement at Karl-
sruhe, neutrons were produced via the 7Li(p,n)7Be reaction
at proton energies of 1912 keV [4]. The resulting neutron
spectrum is emitted in a forward-peaked cone with an opening
angle of 120◦ and is important for applications in nuclear
astrophysics because it corresponds closely to a Maxwell-
Boltzmann distribution for a thermal energy of kBT = 25 keV.
This spectrum is typical for the slow neutron capture process

*Corresponding author: claudia.lederer@univie.ac.at
†Deceased.
‡www.cern.ch/ntof

(s process) of nucleosynthesis, which contributes about half of
the natural isotopic abundances between Fe and Bi and occurs
during the He burning stages of stellar evolution [6]. The
capture cross section of 197Au was measured in this spectrum
by irradiation of a spherically shaped gold sample that covered
the entire neutron beam. In this configuration, the total neutron
fluence could be determined with an uncertainty of 1.4% by
the ratio of the induced γ activities of 198Au and 7Be without
any further normalization.

In astrophysics applications, the accurate result of the
activation measurement [4] has been used to normalize the
energy-dependent Au(n,γ ) cross section of Macklin [3] to
define a reference cross section that was adopted in numerous
measurements for quantitative s-process studies as described
in Ref. [7].

There is also a discrepancy of the same magnitude between
the results of most measurements of the 238U(n,γ )/197Au(n,γ )
cross-section ratio by means of the TOF technique using the
prompt γ registration method and the ratio obtained in the
combined fit of the standard. Both discrepancies can only be
resolved with new measurements based on different methods
and detectors [8,9].

An innovative approach for an absolute measure-
ment of the cross-section ratios 238U(n,γ )/197Au(n,γ ),
235U(n,γ )/197Au(n,γ ), and 235U(n,γ )/238U(n,γ ) is being
pursued by activation of natural uranium samples at various
keV energies and subsequent accelerator mass spectrometry
(AMS) measurements of the reaction products 236U and 239Pu,
respectively [10].

This work is part of a new attempt to measure the 197Au
(n,γ ) cross section via TOF at the n TOF (neutron time
of flight) facility at the European Organization for Nuclear
Research (CERN). Two different detection systems for the
prompt γ rays emitted in capture events have been used in the
experiment, an optimized pair of C6D6 (where D denotes 2H)
scintillators for the energy range from 1 eV to 1 MeV and a 4π

BaF2 total absorption calorimeter for the region below about
20 keV. Recently, partial results have been published for the
resolved resonance region below 5 keV [11], showing excellent
agreement between the values obtained with both techniques.
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The present study deals with the analysis of the C6D6

measurement in the unresolved region up to 400 keV neutron
energy. The experiment was designed with the aim of reducing
systematic uncertainties as far as possible by using an advanced
detector concept and a data acquisition system based on fast
digitizers for flexible data analysis. Experimental information
on systematic effects was collected in a series of background
runs with a lead sample, and comprehensive Monte Carlo
(MC) simulations were carried out to validate the remaining
corrections.

II. MEASUREMENT

The time-of-flight facility n TOF at CERN started operation
in 2002 with a series of neutron cross-section measurements
of interest for nuclear astrophysics and nuclear-waste trans-
mutation. At n TOF, neutrons are produced via spallation
reactions of a pulsed proton beam on a massive lead block of
80 × 80 × 60 cm3. The high proton momentum of 20 GeV/c,
the comparably short pulse width of 7 ns, and an intensity
of 7 × 1012 protons per pulse make n TOF one of the most
luminous neutron sources worldwide. By moderation of the
initially very energetic neutrons in the 5.8-cm-thick layer of
cooling water surrounding the target, a white neutron spectrum
ranging from thermal up to several GeV can be used in the
experiments. A detailed description of the facility can be found
in Refs. [12] and [13].

The experimental area at a flight path of approximately
185 m is connected with the neutron target by an evacuated
beam pipe. The intense radiation produced by the impact of the
proton beam is strongly reduced by massive iron and concrete
shielding walls along the beam pipe and by a 1.5 T magnet for
removing charged particles from the beam. The beam profile is
shaped by collimators at 140 m and in front of the experimental
area at 176 m to the Pb target. For capture studies the diameter
of the second collimator is reduced to 1.8 cm, resulting in a
neutron beam of about 4 cm in diameter at the position of the
capture setup.

Two complementary setups for neutron capture measure-
ments are used at n TOF, a 4π BaF2 array [14] acting as
a total absorption calorimeter (TAC) for the prompt capture
γ rays and a pair of C6D6 liquid scintillators. The present
measurement was performed with the C6D6 detectors because
their faster response allows covering the complete energy
range up to 1 MeV, whereas the longer recovery time after the
γ flash is limiting the presently accessible energy range of the
TAC below about 20 keV. At energies above several hundred
keV (dependent on the measured isotope) the discrimination
against γ rays from inelastic scattering becomes increasingly
difficult.

The C6D6 detectors are optimized with respect to the lowest
possible background from scattered neutrons. This is achieved
by using a thin-walled carbon fiber cell for the scintillator that
is directly glued onto the photomultiplier and by avoiding any
other materials around the detector. In this way, the sensitivity
to neutrons scattered by the sample is very low, resulting in an
efficiency ratio for the two detectors of εn/εγ ≈ 3 × 10−5, as
demonstrated by Plag et al. [15].

FIG. 1. (Color online) Sketch of sample changer and detectors in
the experimental area at a flight path of 185 m.

The schematic sketch of the experiment in Fig. 1 shows
the neutron beam line, the C6D6 detectors, and the ladder
of a remotely operated sample changer. The evacuated beam
pipes were stainless steel tubes (wall thickness of 0.5 mm)
with 75-µm-thick Kapton windows. To avoid angular distri-
bution effects for resonances with � > 0 and to reduce the
background due to in-beam γ rays from neutron captures in
the water moderator [12], which are scattered by the sample
preferentially in forward direction, the detectors were mounted
9.5 cm upstream of the sample, corresponding to an effective
angle of 125◦ relative to direction of the neutron beam.

The gold sample was 15.02 mm in diameter and 0.38 mm in
thickness. It was glued glued onto a 75-µm-thick Kapton foil
sustained by a carbon fiber frame, which was always outside of
the neutron beam. A lead sample was used for determining the
neutron-induced backgrounds (e.g., from neutrons scattered
on the sample) and the in-beam γ -ray background (Table I).
An empty position on the sample ladder served for measuring
the sample-independent background.

The detector signals have been recorded with fast digitizers
at a sampling rate of 500 MHz, corresponding to time
steps of 2 ns/sample. Triggered by the pickup signal of the
accelerator, each neutron burst could be followed for 16 ms
by intermediate data storage in the 8-MB onboard memory
of the digitizers. Thus, the effective neutron energy range
covered in this measurement spans from 0.7 eV up to 1 MeV.
The lowest energy corresponds to the largest time-of-flight of
16 ms, which can be acquired in the 8-MB buffer of the flash
analog-to-digital converters, whereas the 1 MeV limit is due to
the recovery time of the setup from the γ flash. The time zero
point in the TOF spectrum was derived from the γ flash on an

TABLE I. Sample characteristics.

Sample Mass Thickness Diameter Chemical
(mg) (10−3 atoms/b) (mm) form

Au 1299.0 2.243 15.02 metal
natPb 2027.0 3.173 15.38 metal
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event-by-event basis. For events following the γ flash, TOF,
pulse height, and integrated charge were determined by an
off-line analysis routine. This raw information was converted
into preprocessed data by energy calibration of the scintillators,
verification of gain stability, selection of proper thresholds,
and rejection of coincident events [16]. The digitizers were
operated with lower energy thresholds of 160 keV. During data
processing, a common threshold of 200 keV was adopted, and
an additional threshold of 8 MeV was applied to eliminate
high-energy background events.

The transformation from time of flight to neutron energy
is related to both the flight length and the energy-dependent
resolution function. We have adopted the TOF-energy relation
from Ref. [17].

A neutron monitor consisting of a 6Li layer of 200 µg/cm2

in thickness evaporated onto a 1.5-µm-thick Mylar foil was
mounted about 3.5 m upstream of the capture samples for
additional flux measurements. The products of the 6Li(n,α)3H
reaction were recorded by four silicon detectors surrounding
the 6Li foil outside the neutron beam [18]. Furthermore, the
neutron flux had been measured by means of a calibrated
parallel-plate fission chamber with a 235U deposit provided by
Physikalisch-Technische Bundesanstalt Braunschweig [19].

III. DATA ANALYSIS

A. Determination of the capture yield

The efficiency of C6D6 scintillators for detecting the prompt
γ -ray cascade emitted in neutron capture reactions depends in
a complex way on the deexcitation path of the compound
nucleus. Therefore, the measured signals have to be subjected
to the PHWT [5], an a posteriori manipulation of the detector
response to ensure that the γ -ray efficiency increases linearly
with the detector signal. Under that condition the efficiency
for detecting a capture event becomes proportional only to
the excitation energy, εC = c ∗ EC = c ∗ (Sn + En), which is
defined as the sum of the neutron separation energy Sn and the
neutron kinetic energy En.

The experimental capture yields are obtained by means of
weighting functions (WF), which are parametrized as polyno-
mial functions of the γ -ray energy. Each recorded detector
event is weighed by the proper WF to make the cascade
efficiency of the detectors proportional to the excitation energy.
This manipulation of the raw data is valid if the efficiency of
the detector is low enough to detect only one γ ray per capture
event, which is the case for the C6D6 setup.

An accuracy of 2% was determined for the PHWT by a
detailed study of the possible sources of systematic uncertain-
ties [20]. The PHWT requires coincidence rejection, reliable
energy calibration of the γ -ray detection, and a detailed
simulation of the experimental setup to determine the WFs.

The WFs have been determined using calculated response
functions for monoenergetic γ rays, which were obtained by
means of detailed MC simulations of the experimental setup
with GEANT4 [21] and MCNPX [22]. The three-dimensional
spatial distribution of primary γ rays is generated using the
neutron beam profile for the radial dimension [23] and the
neutron absorption probability across the sample thickness,

which obviously depends on the particular value of the
cross section and, therefore, on neutron energy. In this way,
the self-absorption effect of the γ rays in the sample is
realistically considered. This approach has been described
in detail in the preceding n TOF analysis of the resolved
resonance region [11] together with the justification for the
2% uncertainty taken in this work. The same procedure was
also used in previous works [20,24–28].

After application of the WFs the capture yield is
obtained as

Y = 1

A
fms

(Cw − Bw)

�Ec
, (1)

where A is the fraction of the neutron beam covering the
sample (see Sec. III D), Cw is the weighted, dead-time-
corrected energy spectrum, Bw is the weighted background, �
is the net neutron flux, and Ec is the excitation energy. The dead
time is taken into account by putting a veto of 30 ns, slightly
larger than the system dead time, between two consecutive
signals. This results in a well-defined dead time, for which we
correct (correction on the order of a few per mil).

Since in the present case the measurement is self-
normalized to the 4.9-eV resonance, additional corrections,
e.g., the energy threshold applied to the deposited γ energy
or the creation of conversion electrons, are not necessary,
assuming that the decay spectra of the compound nucleus are
similar for different neutron energies. This has been verified
by analyzing the data using different energy thresholds and
comparing the resulting capture yields. The sample-related
correction fms for neutron multiple scattering and neutron
self-shielding was calculated with the code SESH [29]. As
shown in Fig. 2, fms is always smaller than 4% in the
considered energy range. Assuming a conservative value for
the uncertainty of 10%, this correction will enter into the final
uncertainty with 0.4%.

For the flux we used a modeled version of the standard flux
of n TOF phase I [30]. This flux represents the total number of
incoming neutrons per pulse crossing the plane at the sample
position and needs to be corrected by the fraction intercepted
by the sample, which is the energy-dependent fraction A(E)

FIG. 2. Correction factor for multiple scattering and self-
shielding calculated with the code SESH [29].
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FIG. 3. The fraction of the neutron beam covered by a sample
that is 15 mm in diameter relative to the value applied at the saturated
resonance at 4.9 eV.

of Eq. (1). The beam profile in different energy regions has
been simulated (2%–4% uncertainty) and is in agreement with
corresponding measurements [23]. This factor relative to the
value at 4.9 eV is plotted in Fig. 3 for a sample that is 15 mm in
diameter. The same factor was used in previous measurements
of 232Th [31], which were in excellent agreement with results
for 232Th obtained at Geel Linear Accelerator (GELINA) [32].
The uncertainty on the beam profile correction factor is
negligible.

B. Background components

The background in the keV region is essentially determined
by elastic neutron scattering and by the contributions due to
in-beam γ rays. These components were determined exper-
imentally in dedicated runs with a lead sample. Additional
measurements with neutron filters have been made for nor-
malization of these background runs. The sample-independent
background was obtained with an empty position in the sample
ladder. The individual spectra are shown in Fig. 4. The effect
of sample activation was practically negligible thanks to the
highly intense neutron pulses of the n TOF facility.

The contribution of the neutron-induced background and (to
a lesser extent) the sample-independent background measured
without sample exhibit a smooth decrease close to a 1/v

dependence with neutron energy. The background reduces to
this component below 200 eV.

Between 200 and 500 keV the detection of in-beam
γ rays, which are scattered in the sample, represents the
main background contribution. These γ rays originate mostly
from neutron captures in the cooling water or in the spallation
target during and after the moderation process and reach the
experimental area at the same time as neutrons in the energy
range between 1 and 100 keV. The photon energy spectrum,
which exhibits a prominent peak at 2.2 MeV from capture
events in hydrogen, extends up to several MeV [12] and is
energetic enough to be registered with considerable efficiency
above the 200 keV threshold used in data analysis.
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Au

Pb

Empty

FIG. 4. (Color online) Weighted Au spectrum compared to runs
with Pb and with an empty position in the sample ladder.

It turned out that the spectrum taken with the Pb sample
shown in Fig. 5 was particularly useful for characterizing both
background components described above because the capture
cross section of Pb is extremely low compared to that of Au
and is almost free of resonances in the energy range of interest,
whereas the cross section for neutron elastic and γ scattering
is similar to that of gold.

At high energies, γ rays produced by inelastic neutron
scattering add another background component, which was
investigated by increasing the energy threshold from the
nominal 200 keV to 1 MeV. The comparison of both spectra
in Fig. 6 exhibits good agreement up to 600 keV. The
small discrepancies in the 10–80 keV region are due to
the small remaining in-beam γ background in the 1-MeV
spectrum where a proper subtraction due to low statistics is not
possible.

Neutron Energy (eV)
1 10 210 310 410 510

W
ei

g
h

te
d

 C
o

u
n

ts

0

0.1

0.2

0.3

0.4

0.5 Neutron-induced background 

 raysγIn-beam 
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FIG. 5. (Color online) Decomposition of the spectrum measured
with the Pb sample into the close to 1/v dependence of the neutron-
scattering background and the contribution from in-beam γ rays.
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FIG. 6. (Color online) Normalized weighted counts obtained with
the nominal γ -ray threshold of 200 keV and with a threshold of
1 MeV. The effect of the inelastic channel appears at energies of about
600 keV.

C. Background shape and normalization

Once the neutron energy dependence of both neutron-
induced and in-beam γ -ray components have been accurately
characterized (see Sec. III B), the total background can be
expressed as

B(En) = fn Bn(En) + fatt fγ Bγ (En), (2)

where the terms Bn and Bγ describe the background shape
due to different background components and fn and fatt fγ are
the respective factors for normalizing these components to the
Au measurement. We parametrized the neutron-induced and
in-beam γ -component Bn(En) and Bγ (En) as

Bn(En) = a + b/
√

En (3)

and

Bγ (En) = c + d exp(−e/
√

En) + f exp(g/
√

En). (4)

The exponential terms in Eq. (4) represent the production and
decay of activation products in the spallation target.

Values for a and b were determined by a least-squares fit of
the Pb spectrum from 1 to 100 eV and at 500 keV, where the
in-beam γ background disappears again. After subtracting the
resulting neutron-induced background from the Pb spectrum,
the coefficients c to g were fitted to the remaining part (Fig. 5).

To normalize these background components, a spectrum
of the Au sample was taken with filters in the neutron beam
downstream of the first collimator [33]. The thickness of the
filters (30 mm for Al and 0.8 mm for W) was chosen such that
neutrons were completely removed at the position of black
resonances at 20.06 eV in W and at 34.7 keV in Al. The Au
spectrum taken with filters was first corrected for the overall
flux attenuation in the filters. The normalization factors fn and
fγ for the neutron-induced and in-beam γ -ray components
were then determined such that the sum of the background
components matched the filter dips, as shown in Fig. 7.

The best fit values were found for fn = 0.558 ± 0.033
and fγ = 0.354 ± 0.017. The uncertainties were evaluated by
considering the counting statistics in the filter dips and the
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Neutron-induced background

Total normalized background

FIG. 7. (Color online) Au spectrum with filters in the neutron
beam. The two background components Bn and Bγ have been fitted
to match the minimum of the filter dips.

fit of the filter transmission with a single-level Breit-Wigner
shape and by repeated fits using different energy bin widths.

The factor fatt accounts for the attenuation of in-beam
γ rays in the filters. It was determined by a series of
GEANT3 [34] simulations based on the in-beam γ -ray spectrum
from Ref. [12] and on a detailed replica of the experimental
setup. The simulated events were analyzed in the same way as
the real data, with a threshold of 200 keV on the deposited
energy in the C6D6 detectors. The correction for the γ

attenuation in the W and Al filters was 1.83 ± 0.08, where
the uncertainty in the simulation was mostly due to the effect
of the detection threshold.

In addition, the background was also investigated in a
second approach by determining the scaling factor of the
in-beam γ background by Monte Carlo simulations using
GEANT3 and MCNPX. The simulations of the gamma interaction
in the Pb and the Au samples and their subsequent detection
in the C6D6 scintiallators were performed using the spectrum
of the in beam gamma rays and a detailed description of the
experimental setup and samples as input. The scaling factors
obtained from the simulations were 0.625 (GEANT3) and 0.658
(MCNPX), thus in excellent agreement with each other and with
the corresponding value fattfγ = 0.648 found by the method
previously described. Hence, fattfγ was adopted with 0.648 ±
0.032, estimating an uncertainty of 5%. The resulting uncer-
tainty of the background varies with neutron energy and peaks
at the minimum of the signal/background ratio near 30 keV.
Thanks to a signal/background ratio of 3–10, the contribution
to the uncertainty of the cross section amounts to 0.6%–1.7%
in the energy range of the experiment (see also Table II).

D. Normalization of the capture yield

The neutron capture yield is self-normalized since the
4.9 eV resonance is saturated for the thickness of the used
sample. The normalization was obtained by fitting the top
of this resonance with the R-matrix code SAMMY [35]. The
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TABLE II. Systematic and statistical uncertainties at different
energies.

Source of uncertainty Uncertainty (%)

10 keV 30 keV 100 keV

PHWT 2.0
Neutron flux shape 2.0
Normalization 1.0
Sample geometry 0.5
Background subtraction 1.0 1.5 1.3
Multiple scattering and self shielding 0.3 0.4 0.3
Counting statisticsa 3.0 4.4 3.7
Total 4.4 5.6 5.0

aFor a resolution of 20 bins per decade.

uncertainty of the normalization is estimated as being 1.0%.
However, the used weighting function may be different in a
saturated resonance because the capture γ rays originate only
in a thin layer of the sample instead of throughout the sample
in the unresolved resonance region. The size of this effect and
the corresponding correction factor depend on the details of the
detector-sample geometry and can be obtained by Monte Carlo
simulations of the weighting function, modeling either a thin
layer or a homogeneous gamma source inside the sample [24].
In the present geometry, the effect was 0.6%; hence, the yield
was scaled by the factor 1.006.

E. Uncertainties

The uncertainties related to the various steps of data analysis
have been discussed throughout the previous subsections.
These contributions are summarized in Table II for three
representative neutron energies to illustrate the relatively weak
effect of the energy-dependent components. The comparison
shows that the present systematic uncertainty is dominated by
the energy dependence of the neutron flux and the PHWT.
Imperfections in the sample shape introduce an additional
systematic uncertainty of 0.5%.

IV. RESULTS

A. Comparison with evaluations and previous data

The neutron capture cross section of 197Au was measured
from 5 to 400 keV with an overall uncertainty of 3.9%–6.7%.
Although the energy range was extending to about 1 MeV,
the data given here are restricted to the region below 400 keV
because the uncertainties of the present data are increasing at
higher energies and did not provide meaningful constraints for
the standard. The results are given in Table III with a resolution
of 20 bins per decade. The comparison with evaluated cross
sections transformed to 20 bins per decade in Fig. 8 shows
good agreement with the Evaluated Nuclear Data File Version
B-VII.0 (ENDF/B-VII.0) [36], which contains the standard
evaluation, as well as with the Japanese Evaluated Nuclear
Data Library Version 4.0 (JENDL-4.0) [37] and the Joint
Evaluated Fission and Fusion File Version 3.1 (JENDL-3.1)
[38]. From 200 to 400 keV, where the Au(n,γ ) cross section
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FIG. 8. (Color online) Comparison of present results with a
resolution of 20 bins per decade with evaluated data sets from the
ENDF/B-VII.0 [36], JEFF-3.1 [38], and JENDL-4.0 [37] libraries.

is an accepted standard, the agreement is within quoted
uncertainties for all energy bins except the regions from 223
to 251 keV and from 282 to 316 keV, where the deviations are
5.3% and 7.3%, respectively. When averaging the cross section
from 200 to 400 keV, the agreement with the standard is 2.1%.

In view of the discrepancy between the ENDF evaluation
and the accurate cross sections reported by Macklin et al. [2,3]
and by Ratynski and Käppeler [4], the following discussion
concentrates on these measurements. The comparison with
the first of these data sets is particularly illustrative because
the energy-dependent cross section provides a more stringent
test compared to the spectrum-averaged result. In Fig. 9, the
present results and the data of Refs. [2,3] are plotted with
the same binning to facilitate the direct comparison. Also, the
ratio of the two data sets is shown. While the top and middle
panels shows that the cross sections obtained in this work
are systematically higher up to 100 keV, the zoom into the
region from 8 to 40 keV with a resolution of 250 bins per
decade in the bottom panel demonstrates that the cross-section
fluctuations reported by Macklin et al. [2,3] are quantitatively
confirmed by the present data. The origin of these structures
is discussed in Sec. IV B.

Furthermore, we calculated the Maxwellian-averaged cross
sections (MACS) from 5 keV to 100 keV using the code
SAMMY. For energies below 5 keV we used resonance
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TABLE III. 197Au(n,γ ) cross sections and overall uncertainties.

Elow Ehigh σ Uncertainty (%)
(keV) (keV) (mb)

Statistic Systematic Total

5.010 5.621 1817 2.7 3.1 4.1
5.621 6.307 1970 2.4 3.1 3.9
6.307 7.076 1661 2.7 3.1 4.1
7.076 7.940 1569 2.6 3.1 4.1
7.940 8.908 1447 2.7 3.2 4.1
8.908 9.995 1092 3.8 3.2 5.0
9.995 11.215 1150 3.0 3.2 4.4

11.215 12.583 1125 3.3 3.2 4.6
12.583 14.119 1000 3.3 3.2 4.7
14.119 15.842 894 3.6 3.3 4.8
15.842 17.775 786 4.7 3.3 5.8
17.775 19.943 730 4.6 3.4 5.7
19.943 22.377 666 4.9 3.4 6.0
22.377 25.107 608 4.8 3.4 5.9
25.107 28.171 623 4.2 3.4 5.4
28.171 31.608 601 4.4 3.4 5.6
31.608 35.465 509 5.2 3.6 6.3
35.465 39.792 547 4.2 3.5 5.5
39.792 44.648 450 5.7 3.5 6.7
44.648 50.096 463 4.1 3.4 5.4
50.096 56.208 446 4.2 3.4 5.4
56.208 63.067 357 5.4 3.5 6.4
63.067 70.762 400 4.2 3.3 5.4
70.762 79.396 389 5.1 3.3 6.1
79.396 89.084 342 4.4 3.4 5.6
89.084 99.954 304 4.3 3.4 5.5
99.954 112.150 332 3.7 3.3 5.0

112.150 125.835 274 4.3 3.3 5.5
125.835 141.189 287 4.3 3.3 5.4
141.189 158.416 280 4.3 3.3 5.4
158.416 177.746 256 4.4 3.3 5.5
177.746 199.434 249 4.0 3.2 5.2
199.434 223.769 236 4.1 3.2 5.2
223.769 251.073 222 4.6 3.2 5.6
251.073 281.709 240 3.5 3.2 4.7
281.709 316.082 191 3.8 3.2 4.9
316.082 354.650 190 2.9 3.2 4.3
354.650 397.924 166 3.3 3.2 4.6

parameters determined at n TOF in the same experiment,
published in Ref. [11]; above 400 keV we used the ENDF/B-
VII.0 cross section. This allows a direct comparison to the
MACS at 30 keV given by Ratynski and Käppeler. In Table
IV the Maxwellian-averaged cross sections are listed from
5 to 100 keV. The contributions from the regions below 5
and above 400 keV, which are not covered by the present
results, are indicated separately. The total uncertainty of the
MACS ranges from 3.1% to 3.6% since it is dominated by
systematic uncertainties. In the unresolved resonance region
we see a contribution of 0.7% to the MACS uncertainty due
to counting statistics. Because the cross section increases
toward lower energies, it is safe to assume that the statistical
uncertainty becomes smaller as well. Therefore, we adopt a
0.7% uncertainty for the fraction of the resolved resonance
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FIG. 9. (Color online) (top) The present results compared to the
data of Macklin et al. [2,3] for the full energy range from 5 to 400 keV
(20 bins per decade). (middle) Results divided by the data of Macklin
et al. (bottom) Comparison of present results with the data of Macklin
et al. in the energy region from 8 to 40 keV (250 bins per decade,
with the original binning of Refs. [2,3]) to highlight the pronounced
cross-section fluctuations. Uncertainties shown for n TOF data in the
bottom panel are statistical.

region as a conservative estimate. The systematic uncertainties
on the MACS range from 3.0% to 3.5%.

The MACS at 30 keV is 582 ± 9 mb, according to Ratynski
and Käppeler [4], while the present data yield a MACS of
611 ± 22 mb, which is 4.7% higher. In Fig. 10 a comparison
between selected experimental data and the two evaluations
ENDF/B-VII.0 and JEFF-3.1 is shown. Our data show perfect
agreement with Kazakov et al. [39] and the evaluations and
are also still in fair agreement with Refs. [2–4,40–44].

B. Gross structures

From the average level spacing of l = 0 states in 198Au
above the neutron binding energy (〈D0〉 = 16.5 ± 0.9 eV) and
from the width of these compound states (of the order of 0.3 eV
at 10 keV) it is obvious that the significant structures in the
capture cross section of Au (Figs. 8 and 9) are certainly not
due to single resonances. Likewise, structures in the neutron
flux can be excluded as a possible explanation because these
are much smaller and are not at all correlated with those seen
in the gold data.
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FIG. 10. Comparison of the Maxwellian-averaged cross section
at 30 keV (dashed lines indicates 1σ uncertainty) with selected
experimental data [2–4,39–44] and the evaluations ENDF/B-VII.0
and JEFF-3.1. Data are taken from Ref. [45]

The origin of these structures has been investigated by
simulations using artificial sets of resonances with realistic
statistical properties, which were obtained from the ob-
served average level spacings 〈D0〉, neutron strength function
(S0 = 1.9 × 10−4), and average γ -ray width (〈	γ 〉 = 0.128 ±
0.006 eV) assuming a (2J + 1) dependence of the level
density. Based on the standard Fermi-gas model, this yields
454 and 758 levels in the range from 0 to 20 keV for J = 1
(〈D0〉 = 44.1 eV) and J = 2 (〈D0〉 = 26.4 eV), respectively.
The statistical properties of each set are compatible with a
Wigner distribution of the level spacings, a Porter-Thomas

TABLE IV. Maxwellian-averaged cross sections of 197Au(n,γ )
from 5 to 100 keV with total uncertainties. Contributions outside of
the investigated energy range are listed separately.

kBT MACS Contribution to MACS (%)
(keV) (mb)

En < 5 keV En > 400 keV

5.0 1970 ± 70 49.6 –
6.0 1729 ± 61 42.2 –
7.0 1550 ± 54 36.5 –
8.0 1412 ± 49 32.0 –
9.0 1302 ± 46 28.3 –
10.0 1212 ± 42 25.3 –
12.5 1044 ± 37 19.7 –
15.0 927 ± 33 15.9 –
17.5 841 ± 30 13.2 –
20.0 775 ± 27 11.2 –
25.0 678 ± 24 8.4 –
30.0 611 ± 22 6.6 –
35.0 560 ± 20 5.3 –
40.0 521 ± 18 4.4 –
45.0 490 ± 17 3.7 0.1
50.0 464 ± 16 3.2 0.2
60.0 423 ± 14 2.5 0.5
70.0 392 ± 13 2.0 1.2
85.0 357 ± 12 1.5 2.9
100.0 330 ± 10 1.2 5.2

FIG. 11. (Color online) (a–c) Simulated cross sections compared
to (d) experimental data in the region between 10 and 20 keV.
Uncertainties shown for n TOF data are statistical.

distribution of neutron widths, and a constant or Gaussian
distribution of the gamma widths.

The pointwise cross-section data calculated with the mul-
tilevel Breit-Wigner formalism using the PREPRO code [46]
are Doppler broadened with T = 300 K and T = 4560 K.
The higher temperature was chosen because it corresponds to
the n TOF resolution in the neutron energy range from 10 to
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FIG. 12. (Color online) The same comparison as in Fig. 11 (top:
simulation; bottom: experiment) but using a bin width of 7 eV,
about 3 times smaller than the experimental resolution of 22 eV
at 17.5 keV. This confirms that the cross section fluctuations are
observed independently of the bin width, thus providing additional
evidence for their real existence.

20 keV (FWHM ≈ 18 eV). The calculated spectra with three
sets of simulated resonances are compared in Fig. 11 with the
experimental cross section using a resolution of 100 bins per
decade.

Three different sets of simulations have been performed,
resulting in three completely different sets of resonances,
which exhibit fluctuations corresponding to the experimentally
observed structures. The error bars are estimated assuming
a statistical uncertainty of N−0.5 for N events in the bin.
Although no real agreement with the experimental data is to
be expected, the simulated fluctuation properties are clearly

compatible with the structures in the cross section. This
supports the adopted interpretation that they reflect the density
of compound states at excitation energies of 10–20 keV above
the neutron separation energy. If the data are plotted with much
finer binning, the comparison with the simulations confirms
the real nature of the structure. This is illustrated in Fig. 12,
where the bin width of ≈7 eV is considerably smaller than the
experimental resolution of 22 eV at 17.5 keV neutron energy.

V. SUMMARY AND CONCLUSIONS

The neutron capture cross section of 197Au has been
measured at n TOF/CERN over the wide energy range from
1 eV to 400 keV. Following a detailed resonance analysis [11],
this work deals with the unresolved region starting at 5 keV.
Based on a thorough study of the various background
components and on the careful evaluation of the uncertainties,
the cross section was derived with an accuracy of 3.9%–6.7%
on a grid of 20 bins per energy decade (Table III). The data set
with full resolution is available in the EXFOR database [47].
In the critical energy range below 200 keV the present results
are in fair agreement with the standard evaluation, while
being systematically higher by few percent than the TOF
measurement of Macklin et al. [2,3].

Maxwellian-averaged cross sections from 5 to 100 keV have
been extracted with an uncertainty from 3.1% to 3.6%. A com-
parison of the MACS at 30 keV shows good agreement with
other experimental data and is 4.7% higher than the MACS de-
termined in the activation study of Ratynski and Käppeler [4].

The structures in the 197Au cross section have been investi-
gated by simulation of the expected level density using average
resonance properties deduced from the resolved resonance
region. It could be shown that the experimental evidence for
such structures was confirmed by the gross features of the
simulated data. Accordingly, these structures are physically
relevant and could be included in a future evaluation.

In light of the accuracy, the high-energy resolution, and the
wide energy range of the present results, it appears likely that
the goal of establishing the 197Au(n,γ ) cross section as a stan-
dard in the keV region can soon be reached. The comparison
with the most accurate previous data shows fair agreement
within the actual uncertainties. Nevertheless, further efforts to
resolve the remaining differences would be most welcome,
either by current TOF work at other facilities [48] or by
additional activation studies [49,50]. In this context, recent
improvements of the n TOF facility, which led to a reduction
of the in-beam γ background by an order of magnitude [51],
also bear promising options for complementary improvements.
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