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ABSTRACT. The LHCb Muon system performance is presented using cosayievents collected
in 2009. These events allowed to test and optimize the aetecnfiguration before the LHC
start. The space and time alignment and the measurementwofbeh efficiency, time resolution

and cluster size are described in detail. The results argreement with the expected detector
performance.
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1. Introduction

The main purpose of the LHCb muon detector [1] is to provideltHCh experiment with a trigger
for b-hadron decay channels containing muons in the fina st&loreover, it is the main sub-
detector providing off-line muon identification. It consiof five stations, M1 to M5, equipped
with multi-wire proportional chambers (MWPC), with the extion of the inner part of the first
station equipped with triple-GEM detectors. For trigggrithe detector has to be highly efficient,
more than 95 %, on muons within a time window smaller than 26nsmambiguously identify the
LHC bunch crossing. The detector and its associated readectronics were optimized for this
goal and test beams measurements with prototype detecholisnced the expected performance.
However, the construction of a very large system (1380 cleanvith 122,000 readout channels),
assembled in different productions sites during severatsjeand with some technical details dif-
ferent from site to site, is such that some chamber to chambetuniformity can be expected.



In addition, the operation of this very large system can lbecsgd by problems not present when
testing one chamber at the time in the lab or with test bearherefore, it is crucial to assess the
system performance as a whole in order to confirm the expeesedts.

At the beginning of 2009 a large data sample of cosmic raysasiscted. Data were taken in
different detector conditions and a recursive optimizatioocess lead to a long data taking period
whose results are described in this paper.

The main optimization issues concerned the space and teealignment. The forward geometry
of the LHCb experiment is not optimal to detect cosmic rapsparticular the inner regions of the
muon detector would require high statistics of almost hmrtal tracks. On the other hand, cosmic
rays permit a good calibration in the outer regions wheremsumm LHC interactions are scarce.
In order to assess the system performance, the measureimamrober efficiency, time resolu-
tion and cluster size are also described here. As the maihajdhis work was to assess the
performance of the detector chambers, methods have be@eddw separate contributions to the
efficiencies and resolutions measured with cosmic raysatiedinked to the geometry of the system
from contributions coming from the detector performanselit

2. The LHCb muon system

LHCb[1]is an experiment dedicated to heavy flavour physitseal HC. Its primary goal is to look
for indirect evidence of new physics in CP violation and rdegays of beauty and charm hadrons.
The LHCb apparatus is a single-arm forward spectrometarsisbng of a series of sub-detector
systems, aligned as in a fixed-target geometry, along the laeds. It includes a silicon-strip Ver-
tex Locator (VELO) centered on the interaction point forgise vertex reconstruction. A dipole
warm magnet provides the bending for momentum measureniesutking is insured by tracking
stations using silicon strips (TT,IT) and straw tubes (Odfobe and after the dipole. Particle iden-
tification is provided by two RICH detectors, by an electrgmetic and hadron calorimeter system
(ECAL and HCAL) and by the Muon Detector.

The muon system is composed of five stations (M1-M5) of repibar shape, placed along the
beam axis. As shown in figure 1, stations M2 to M5 are placedndtn@am the calorimeters and
are interleaved with iron absorbers 80 cm thick to selecepating muons. Station M1 is instead
located in front of the calorimeters and is used to improeetthnsverse momentum measurement
in the first level hardware trigger LO.

The geometry of the muon detector was designed in order fl f@lquirements of both per-
formance and easy access to the detector itself. On eadbnsta¥6 chambers are mounted on
aluminium supporting walls at four different distances58.5 mm andt142.5 mm from the sta-
tion middle plane) in order to provide with their sensitivea a hermetic geometric acceptance to
high momentum particles coming from the interaction polintaddition, the chambers of different
stations are placed so that they form projective towerstpwjrthe interaction point. Each station
consists of two mechanically independent halves (callechéd\ @ side), hanging from a common
rail, that can be opened to access the beam pipe and theateteatnbers for maintenance.

The detectors provide space point measurements of thesfraphviding binary (yes/no) informa-
tion to the trigger processor and to the data acquisition@RAThe information is obtained by
partitioning the detector into rectangular logical padssddimensions define tiey resolution.
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Figure 1. Side view of the LHCb muon system. The LHCD reference sysgearight-handed coordinate
system with the nominal collision point at the origin, witketz axis defined by the beam axis and directed
from the VELO to the muon system.

The muon trigger is based on stand-alone muon track recmtistin and transverse momentum
(pr) measurement, with a 20% resolution, and requires aligntdirn all five stations. Since
the spectrometer dipole provides bending in the horizoplkahe, the pad segmentation of muon
chambers is finer in the horizontal direction than in veltaae, to allow a precise estimate of the
momentum. Stations M1 to M3 are used to define the track dreetind to calculate ther of
the candidate muon and therefore have a higher spatialtesolalong thex coordinate (bending
plane) than stations M4 and M5, whose main purpose is thdifidation of penetrating particles.
The dimensions of the M1 pads in the inner region of M1 stagienl cm irx and 2.5 cm iry. The
pad vertical size is the same (apart from the projectiveease) in all the other stations, while the
X size is two times smaller in station M2 and M3 and two timegdain M4 and M5.

The positioning of the chambers in tRey plane within a station is done in such a way as to pre-
serve as much as possible the full projectivity of the loglagout. This is mandatory for a correct
execution of the LO-muon trigger algorithm and to minimiee geometrical cluster size and geo-
metrical inefficiencies at the boundary of the chambers. [@gieal layout is defined at the central
plane of the station and the sensitive area of each chambizeis as if it were at this plane. The
andy positions of the centres of each chamber within a statiombtained simply by positioning
each chamber centre so that it projects from the interagt@pnt to its position in the logical layout
at the central plane of the station. In doing so, the chamibeir®nt of the supporting wall will
overlap inx with their neighbours. The overlap however is always less thalf of one logical
channel. Similarly, the holes introduced between the clemlocated behind the supporting wall



are small, and are further limited by the thickness of thendbers inz. Viewed from the interac-
tion point the total loss in angular acceptance is less th&%0The correspondingoverlaps are
negligible due to the smajl dimensions of the chambers.
Each muon station is divided into four regions, R1 to R4 wittréasing distance from the beam
axis. The linear dimensions of the regions R1, R2, R3, R4,theinl segmentation scale in the
ratio 1:2:4:8, as shown in figure 2. With this geometry, theipke flux and channel occupancy are
expected to be roughly of the same order of magnitude ovetiraegions of a given station.
The trigger algorithm requires a five-fold coincidence bedwy all the stations, therefore the effi-
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Figure 2. Left: front view of a quadrant of a muon station. Each rectamgpresents one chamber. Each
station contains 276 chambers. Right: division into logp=ds of four chambers belonging to the four
regions of station M1. In each region of stations M2-M3 (M&N\he number of pad columns per chamber
is double (half) the number in the corresponding region afish M1, while the number of pad rows per
chamber is the same.
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ciency of each station must be 99% to obtain a trigger efficiency of at least 95%, within agim
window smaller than 25 ns in order to unambiguously iderttify bunch crossing (BX).

The necessary time resolution is ensured by a fast gas rajxuyCO,/CF, 40/55/5, and an op-

timized charge-collection geometry both for the MWPC anel @®EM detectors. Moreover, the
chambers are composed of four or two OR-ed gas gaps depeadistation. In stations M2 to

M5 the MWPC's are composed of four gas gaps arranged in twaitgsenlayers with independent
readout, as shown in figure 3. In station M1, R2 to R4 the MWP& lomly two gas gaps to min-
imize the material in front of the electromagnetic caloriere In region M1R1 two superimposed
GEM chambers connected in OR are used.

Since spatial resolution and rate capability vary strongher the detectors, different readout
techniques are employed for the MWPC in different statiomd gegions. All the chambers are
segmented into physical pads: anode wire pads, where tleegradormed by adding the analog
signals coming from a certain number of adjacent wires, thrarde pads, with a segmented cathode



READOUT CONNECTOR
CONTROL CONNECTOR

CARDIAC

1A
!

FARADAY CAGE

— WIRE FIXATION BAR

8 SMD CAPACITOR

746 ———————————
S M TP
L [ |

JK g SOLDERING

GLUE
AN

<y ANODE WIRE

- I~ PANEL

Figure 3. Cross section of a wire chamber showing the four gas gapshenddnnection to the readout
electronics. SPB: Spark Protection BoaoRDIAC: FE Electronics Board. In this case the hardwired OR
forming the two double gaps (see text) is achieved in the SPB.

printed circuit board, in the MWPCs and anode pads, agaim avtegmented printed circuit board,
in the GEM chambers.

Each physical pad is read out by one front-end (FE) eleatsocihannel. The electronics includes
flexible logical units performing the OR of a variable numbéFE channels following the require-
ments of the readout. Up to four adjacent physical pads are®By the FE electronics to build a
logical pad. In the M1 station, where the foreseen chanraimancy is high, the signals from the
logical pads are sent directly to the trigger and DAQ. In nadghe other regions, M2/3 R3/4 and
M4/5 R2/3/4, several contiguous logical pads are furthergdRo build larger logical channels in
the form of vertical and horizontal strips. The logical pade then reconstructed by the coinci-
dence of two crossing strips, as shown in figure4. Howevedherhigh granularity regions R1-R2
of stations M2-M3 a mixed readout was adopted: a narrow siir@-defining thex resolution and

a larger cathode pad defining theesolution are the logical channels sent to the trigger aAQ D
Logical pads are then obtained as an AND between wire anddatpads.

Figure 5 shows schematically the architecture of the Muadaoet electronics. The task of
the electronics is twofold: to prepare the information reskdly the Level-0 muon trigger and to
send the data to the DAQ system. The front-end (FE) CARDIA&d® house two eight channel
ASIC’s, each one containing a high bandwidth current angplifa shaper and a single threshold
fast discriminator in leading edge mode, processing thekl@ysical signals from the chambers
(CARIOCA [2]) and generate the 26 k logical-channel sigriajssuitable logical OR’s of the
physical channels (DIALOG [3]). This last step is in factliyjuberformed on the FE boards only
in part of the detector and it is ended on special Intermedsdards (IB) in regions where the
logical channel spans more than one FE board. EventuaéyQfifi Detector Electronics (ODE)
boards receive the signals from the logical channels. Theyagged with the number of the bunch
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Figure 4. Front view of one quadrant of stations M2 and M3 showing theit@ning into sectors. In
one sector of each region a horizontal and a vertical steépshown. The intersection of a horizontal and
a vertical strip defines a logical pad (see text). A Sectoregion R1 (R2, R3, R4) contains 8 (4, 4, 4)
horizontal strips and 6 (12, 24, 24) vertical strips.
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Figure 5. Simplified scheme of the Muon electronics architecture.

crossing (BXID) and routed to the trigger processors vidoaptinks without zero suppression.
The fine time information inside the 25 ns gate, measured byia ADC ASIC (SYNC [4]) on
the ODE boards, is added and the data are transmitted vizabptiks to the TELL1 board [5] and
from the TELL1 to the DAQ system.



3. Detector settings

As described in section 2, the trigger requires the coinwdewithin the 25 ns LHC gate of signals
from the five stations. As a safety margin, the requiremer@%o®%s efficiency (99 % per station)
was specified in a 20 ns window. Moreover, for an optimal &iggerformance, the cluster size,
i.e. the average number of pads yielding a signal per traekdiven chamber, should not exceed
1.3-1.4 in stations M1 to M3.

Despite the different type of readout (wire or pad), from gwnt of view of performance the
main difference is the value of the readout pad capacitamgedund, which ranges from 50 pF to
245 pF, and affects the front-end amplifier sensitivity. Tlas gaps and the wire pitch and radius
are everywhere the same (except for the triple-GEM deteftord therefore the induced charge on
the electrodes is also everywhere the same, at given higggeol In terms of detector performance,
the muon detector has a crucial dependence on the gas gairestold ratio, since the higher this
ratio the better the time resolution (and efficiency), du¢hte reduction of the time walk effect.
Unfortunately, a higher ratio also implies higher clusteeshigher collected charge at the anodes
and related aging and detector instability, such as théndige probability, leading in the long run
to detector failures. Therefore the performance optinrats a very delicate and careful work
which has to take into account all these parameters.

The 20 ns detector efficiency is the main parameter quatifghramber response in the LHCb muon
system. However, this could not directly be measured wingo rays, due to a non linear behav-
ior of the TDC, which will be discussed in section 5.2.2. ledgsince the cosmic rays are not in
time with the LHC clock, to measure the 20 ns detector effyeone would have had to precisely
measure the fine time all along the LHC gate, including theléa; for all hits associated to the
track. Unfortunately the above mentioned TDC feature prtad us from precise measurement
right at the LHC gate borders, compromising this measurémen

However, the 20 ns efficiency could be determined in a intivexy by measuring the total effi-
ciency in an infinite time window, the chamber time resolatand using results from laboratory
tests [6] to make the connection between time resolutionZénds detector efficiency. For com-
parison a chamber simulation was also performed using tiieattamber simulation program
GARFIELD [7] for the gas mixture in use and a high voltage @32kV, corresponding to a gas
gain of 1¢. Figure 6 the 20 ns efficiency vs. time resolution obtainedibyulation of four-gap
chambers and two-gap chambers as well as test beam data @8R8 {pad readout) chamber and
a M5R4 (wire readout) chamber.

To preserve long term operation of the system, the MWPC'$ieftHCb muon system should
be operated at the lowest possible threshold compatible eléictronic noise. For the cosmic ray
data taking, the thresholds were set higher than foreseghdd_HCb run at nominal luminosity
in order to keep the noise level below 100 Hz per channel. €Elaively large range of detector
capacitance, together with the corresponding slewingefifethe front-end amplifier, is such that
the same noise level is reached at quite different valuekreghold if expressed in charge units.
The set thresholds ranged from 2.8 fC to about 11 fC depenadlingtations and regions of the
detector.

To equalize the gas gain to threshold ratio and therefore bia same efficiency everywhere no
matter what the detector capacitance is, different highagal values in each individual region and
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Figure 6. Efficiency in 20 ns vs. time resolution (c) from a simulatidifaur-gap chambers (solid circles)
and two-gap chambers (open circles) and test beam data f8R8Npad readout) chamber (solid triangles)
and a M5R4 (wire readout) chamber (open squares).

station [8] would have to be set. However, for the cosmic reguasition runs and the first very
low luminosity LHC run, it was decided to start with the sanadue of the high voltage, 2.65 kV,
for the whole detector, set to the highest calculated vatners the different regions and stations
compatible with the efficiency requirements and with detestability. Therefore, this high voltage
settings leads in some stations and regions to a larger #eded ratio of high voltage to thresh-
old, i.e. to an expected 20 ns efficiency beyond 99%. A morefehtuning of this ratio will be
performed in the future. Figure 7 shows the noise rate fomthele muon system after threshold
setting and shows that for % of all the channels the noise is below 100 Hz and that f8 9®
of the channels the noise rate is below 1 kHz.

4. Data sample and track reconstruction

The data sample for the analysis described in this papeistedof 2.5 million cosmic ray events
triggered by the calorimeter, with the threshold set to cteteinimum ionizing particles. Events
were acquired, according to a prescription of the DAQ teanchkvhffected all LHCb sub-detectors,
in atime window of five LHC gates, i.e. 125 nw&/{de gaten the following). This wide gate indeed
proved to be very useful since it allowed track reconstarctind a quite detailed study of the time
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Figure 7. Measured noise rate R(Hz) for all channels of the muon system

properties of signals, including cross-talk, even befopeegise time alignment of the detector took
place.

Even if the LHCb geometry is not optimal for cosmic ray detattthe calorimeter trigger provided
events at the rate of few Hz.

The LHCDb standard pattern recognition and tracking relyihe@n the position of the primary
interaction vertex, and this makes it unsuitable to recostcosmic ray tracks. Therefore two
ad-hoc stand-alone pattern recognition methods were aj@@@l For space and time alignment,
time resolution and efficiency studies, a neural networkraggh [9] was used, which is highly
efficient and also allowed the reconstruction of multiplacks per trigger. Pattern recognition
started from clusters of adjacent pads and the hit positioa station was determined from the
cluster barycenter. For cluster size and for a second arabfshe total efficiency, a standard
pattern recognition algorithm was used, looking for the boration of more than three aligned
hits (one per station) providing the best fit, taking into@aat multiple scattering effects in the
iron wall and in the calorimeters. In both cases the fit tragiese straight lines, given that no
magnetic field was present in the muon chambers.

With the neural network approach, about 250,000 tracks werenstructed with at least four hit
stations. Figure 8 shows the track anglkg in the xz plane, (a) and,,, in theyzplane, (b), in
the LHCb reference frame; the two peaks at negative andiy®$i}; in figure 8(b) correspond to
cosmic rays going forward and backward in the apparatus.

As seen from figure 8, cosmic rays have a very different spati@ angular distributions compared
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Figure 8. Angles (rad) in the horizontal plaré; (a) and in the vertical plan@, (b) in the LHCb reference
frame for reconstructed cosmic ray tracks.

to particles coming from the interaction point. The muonedddr is indeed built to be hermetic
for tracks in acceptance coming from the interaction poinalsuitable layout of the chambers in
the stations. For this reason, cosmic rays can go througihsinimented areas of the detector,
yielding a strong angular dependence of the efficiency, whidurn leads to potential systematic
effects in the total efficiency determination and in the gpal@gnment procedure, which should be
carefully studied.

5. Space and time alignment

Two essential ingredients to optimize the system perfonaare the space and time alignment,
which are described hereafter and have to be performed éoéfier efficiency and the resolution
measurements.

5.1 Space alignment

The accurate spatial alignment of the muon detector is itapbto guarantee the design perfor-
mance of trigger and off line muon identification. Given tigatsal resolution of the detector
readout elements, the needed alignment accuracy is dnvémelirigger requirements in the inner
regions of stations M1, M2 and M3. A precision €fL mm inx andy directions is sufficient to
guarantee the design specifications. The alignment ragames along are much less demanding
due to the forward geometry of the experiment.

—10 -



5.1.1 Mechanical alignment

During the installation the muon chambers were mounted erstipporting walls with a precision
of ~1 mm centered on their nominal positions, calculated wigipeet to reference targets placed
on top of each half station. The measured rotations were &élon the precision of 1 mrad.
After chamber installation, the muon filters and the halfistes were closed around the beam pipe.
Since the muon filters could not be completely closed becalusechanical tolerances of the iron
blocks, also the detector half stations were kept slightigroto avoid possible radiation damage.
The opening of each half i£5 mm at M1 and increases with tlzecoordinate to preserve the
projectivity of the muon chambers. The positions of the lséditions with respect to the LHCb
cavern reference were precisely surveyed using four reéer¢éargets on each side, and the values
were stored in the geometry database that is used by thestegciion program to define the
absolute hit coordinates. The averageoordinate of the inner edges of the ten half stations, as
measured by the survey, as a function of Zfesition is shown in figure 9.

5.1.2 Space alignment using tracks

An independent determination of the position of the muoredetr elements can also be obtained
analyzing the tracks reconstructed in the detector. Thixtsemely useful both to check the me-
chanical positioning of the chambers in the stations and aéaitor the alignment of the muon
stations after each opening and closure. By studying thdualsdistributions between the hit and
the track coordinates over the different stations it is imgple possible to determine the detector
misalignement and possibly mechanically correct it.

In case the track is defined only by the information of the mdetector, it is possible to study the
relative alignment of the muon stations with respect to &itrary reference defined, for example,
by fixing the position of two stationddcal alignmen}. As a consequence, any additional degree of
freedom of the muon system like global rotation, transtaior shearing can only be determined
aligning the muon detector by using the tracks reconstduatso by the tracking detectors of the
experiment global alignmeny.

The analysis described here is focused on the study of théveslpositions of the muon half sta-
tions since the statistics did not allow a precise studymjlsi chamber alignment. To simplify the
study further, only the most relevant degrees of freedonmewensidered, i.e. translationsxrand

y direction.

The local alignment of the muon half stations was studieth vaspect to the half stations of M2
and M5, that were used to define the reference. Only the t@oksing the same side (C or A-side)
of the stations were considered. The study was performad)usio methods. In thlistogram
method the tracks were defined by the straight line joinirg hits found in the two reference
stations. The residuals on the remaining half stations wheza calculated between the clusters
center and the track fit positiom & Xuster— Xtit). The mean values represent the best estimates
of the alignment parameters. With tKalman fitmethod, instead, the alignment parameters were
calculated iteratively by minimizing the totgF of the track sample with respect to the alignment
parameters until convergence is reached. While the firshoakis rather simple to analyze, the
second one provides a more accurate track fit accounting @ittipie scattering effects. The re-
sults of the two methods were found in agreement and the Kafinemnethod was eventually used

- 11 -



for the results in the following.

The systematic uncertainties, mainly due to the non unifgeametrical acceptance of the detector
to cosmic ray tracks and to the rather poor granularity ofdéctor, were estimated with Monte
Carlo data in the configuration of the aligned detector. Taepunt to about 1 mm alongand
about 2 mm along directions.

The study performed on a first data sample showed a signifaiaplacement of the M4, A side,
station along thex direction of~ 5 mm, far above the systematic errors of the method, as shown
in figure 9(a). For this reason half station A of M4 was moved~b¥ mm with respect to the
other half stations M2A,M3A and M5A inside the common suppgorcompensate the observed
deviation. The analysis of data acquired after the disjptesd clearly shows the effectiveness of
the correction, as one can see from figure 9(b). The resutiwesth also misalignments along the
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Figure 9. Average position along the coordinate of the muon half stations before (a) and aftertl{b)
displacement of station M4A (as described in section 5.1T2)e open circles (side A) and squares (side
C) represent the survey measurements while the solid sieolel squares are the positions obtained by the
software local alignment with respect to the referencergiweM2 and M5 stations. The errors are statistical
only.

x coordinate for M1 station, albeit with larger uncertaisti&ince M1 halves can be easily moved
independently of the other stations, it was decided to veaitrfore significant results with collision
tracks before making adjustments.

The global alignment was performed relative to the OT detecOT tracks were selected with
a special setting of the track finding designed for cosmic rargd ignoring drift time informa-
tion. Muon tracks matching the OT tracks were selected aatyaed with the Kalman fit iterative
method to determine the alignment constants of the muorstaibns. The reference was defined
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assuming the first layer of the first OT station and the muotiostaM3 in their nominal position.
The results are summarized in table 1. The results show aalbeempatibility with the survey

Table 1. MisalignmentsAx andAy of muon half stations M1, M3, M4 and M5 with respect to theveyr
measurements calculated with the Kalman fit iterative nebssuming the first layer of the first OT station
and the muon station M2 in their nominal positions. The gd@ors are statistical only. The systematic
errors amount to 1 and 2 mm along tkandy directions.

C-side A-side
Ax (mm) Ay (mm) | AX (mm) Ay (mm)
M1 | 1.8+0.2 -0.7240.5| 2.7+0.2 -1.8:0.5
M2 - - - -
M3 | 1.1+0.2 -1.80.9| -0.740.2 -1.3t0.9
M4 | 1.3:0.7 -2.81.1| -1.6£0.7 -2.0t1.1
M5 | 1.1+0.8 -1.6t1.3| 2.9+0.8 -2.9:1.3

measurements. With tracks coming from the interactionfmmore accurate determination of the
alignment will be possible.

5.2 Time alignment

The muon trigger requires that particles are detected asigraed to the proper LHC bunch crossing
in each of the five muon stations. The purpose of the time e is to adjust the delays of all
detector channels in order to maximize the probability thatsignals fall within the 25 ns gate
around the correct bunch crossing.

The time alignment is achieved in a three step procedurdirgtiéwo of which do not rely on beam
particles and are described in this paper. In the first staisepsystem sends test signals directly
to the front-end input allowing to equalize the timing of tteadout chain. In the second step,
the cosmic ray tracks are used for a refinement of the detéatennal alignment using physical
signals. Its accuracy is limited, notably for the inner o, by the available statistics and by the
asynchronicity of the signals with the LHC clock. For thiggen, the ultimate alignment will be
achieved using particles from collision data, relying oa shharp arrival time of the beam bunches.

5.2.1 Pulser time alignment of the readout chain

The first step of the procedure was developed to time—aligreatiout channels making use of
the Pulse Distribution Module (PDM) [10] and of the integ@atiming facilities of the front—-end
(DIALOG chip) and off—detector (SYNC chip) electronics. eFlRDM received the LHC master
clock and generated pulse signals corresponding to a gireedebunch crossing. This pulse was
distributed to the front-end electronics through the SsrwBoards (SB) [11]. From the SB the
pulse was injected into the front-end inputs and the relateéduts following the normal path up to
the ODE boards, where the signal time was measured by the SYINC In order to make optimal
use of the delay ranges available at the DIALOG (52 ns in sdés56 ns) and SYNC (175 ns in
steps of 25 ns) level, the equalization proceeded in twesieghe first step (fine time alignment),
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the relative time of the pulse signal with respect to the 2§ate was measured by the SYNC TDC
and the appropriate delays were calculated and loaded iDItheOGs in order to center the time
spectrum on the 25 ns LHC gate. In the second step (coarsealigmenent), delays were applied
to both the DIALOG and SYNC so that all the timing pulses wemorded in the same pre-defined
25 ns LHC gate.

The differences in the lengths of the cables bearing theemitmals were compensated by appro-
priate corrections to the delays. Cable length values wegeigely measured during the detector
cabling phase and stored in a database. The uncertaintyese ttorrections limits the accuracy
of the method to a few ns. Different chamber responses artitlpaime of flight also introduce
misalignments that cannot be corrected by this procedumet®er, due to the complexity of the
system and to the staged installation and commissioningeotietectors, in particular of the M1
station, the procedure was not fully achieved for the whgktesn before the cosmic ray data tak-

ing.

5.2.2 Time alignment using cosmic rays

In this step of the procedure, cosmic ray tracks were usetign the muon detector internally by
comparing the measurements on the same track by differéettde channels. With the reasonable
assumption that all channels in a given FE board have the 8arimg, the misalignment of every
FE boardk, with respect to the other channels, was evaluated by angréige residual

n
Tk=tc— —Z'Bl ' (5.1)

over all tracks with a hit on FE boarkl For each of then measurements on a given track, the
timet; is obtained from the measured raw titgeafter correcting for the track non—projectivity as
t =tr +tpv —ty, Wheretpy is the time of flight from the primary vertex ang is the actual time
of flight of the cosmic muon from an arbitragreference value, computed according to the fitted
track trajectory. The track direction is given unambigugusy the sign of the slope in the vertical
plane, as shown in figure 8.

As described in section 1 there are three different readmfigurations. In the regions where there
is a one to one correspondence between the readout chamnhitlealogical pad, the measurement
is unambiguous. For the regions with double readout (M2/2Rthex andy time measurements
were considered as independent and the time resolutionstiatated separately for the two views.
For the regions where the logical pads are obtained by erg4siox andy logical channels trig-
gered by the same physical channel, the two measuremergsawenaged. In order to suppress the
combinatorial background from the crossing of two unrealdtegical channel hits, the two mea-
surements were required to agree within 2 TDC bins (3.1 nsdegions with single readout, and
within 25 TDC bins (39 ns, more than 9 times the expected wgisol) for regions with double
readout.

Signals recorded in the first two and last two bins of the 16raige of the TDC were not used in
this analysis, in order to remove the effect of an unwanted-heear behavior of the TDC, which
distorts the TDC spectra for signals falling near the basddrthe LHC time gate. Even with this
cut, some residual effect was left and was taken care of imi@surement of the time resolution,
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as described in section 6.3.

For each FE board a correction was computed®s= —a < Tx > and the procedure was iterated
(o = 0.8 is a factor to damp possible oscillations) until the fractof statistically significant cor-
rections became negligiblez(L%). In case of hit clusters, all of them were used for the firste
iterations, and only the first in time for the next ones, inavrtb suppress the effect of delayed
cross—talk. The procedure converged after six iterations.

This calibration was limited by statistics for the innerimts. Though the average number of
tracks recorded per FE board is over 50, the value is muchlenfarl the inner regions, notably
for M1R1 (3.5 tracks/FE board on average). In order to avoiéaring the timing calibration with
large statistical fluctuations, we applied the averageection of the corresponding region to the
channels for which the computed correction was not sigmifica

The alignment with cosmic ray tracks allowed to identify dimdseveral problems of the pulse dis-
tribution cable chains. Systematic delays among statibop t 10 ns were corrected, and smaller
biases among sides or ODEs inside the same station werdieknThe r.m.s of the statistically
significant corrections amounts to 6.5 ns.

A second time alignment procedure using cosmic rays wadalee® independently, consisting in
measuring the average channel delays with respect to tberoeater trigger. In this alternative
analysis, the channels, instead of being grouped by FE baam divided in spatial regions con-
taining chambers with the same characteristics. Thosemegire large enough to provide statisti-
cally significant track samples but are not guaranteed ttagoall channels with the same timing.
Nevertheless the comparison of the two sets of constantgsséio excellent agreement (85% corre-
lation factor). The second procedure was used to computavitrall time shift needed to align the
muon detector with the LO trigger, while the previous staaldre procedure was preferred for the
relative alignment, in order not to be biased by possibledrfgztions of the calorimeter internal
alignment, that was also being refined.

The stability of the alignment corrections was also chedierepeating the calibration with differ-
ent cuts against the cross—talk and TDC non-linearity effddo variations larger than 2 ns were
observed.

6. Detector performance

6.1 Total efficiency

The efficiency calculation was performed with a re—run ofrikaral network based pattern recog-
nition and track reconstruction, removing all hits of onatiein at the time. Then the number of
tracks for which a hit was found inside a window of 8 logical pads from the extrapolated point
in that station divided by the total number of track candidgbrovided the efficiency values. The
efficiencies obtained in this way were of the order of 85% oerage, with the major source of
inefficiency being the non hermeticity of the detector facks not coming from the interaction
point. In order to get rid of this effect the efficiency wasditd as a function of the angfi;f’x(y)z

(i = 1,...5) defined for each station Mis the projected angle the track forms with the line con-
necting the hit with the interaction point (as illustratedfigure 10 for theyz projection). The
efficiency was calculated as a function @i(y)z for the all stations, averaging the measurements
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Figure 10. View (not to scale) of the LHCb muon detector on ffeplane. The projected angle-;l"g,Z for the
five stations are shown. The drawing is not to scale.

of the four regions, to increase the statistical signifieaotthe measurement. Since cosmic rays
can be absorbed before reaching the outer stations M1 andrviiaging chamber inefficiency,
for the efficiency measurement of M1 and M5 only forward andkiszard tracks were used, re-
spectively, and a fiducial region around the outer and inagions of the detector was defined.
The results for station M4 are shown in figure 11. The efficjereaches a plateau value at small

values of ta(19i'f’yz) for all stations while a flatter dependence on(fa?gz) is observed, explained

by the smallery size thanx size of chambers, leading to a smaller hermeticity in yhglane.

Table 2 quotes the measured efficiencies for the five staiiuegrated over ta#",,) < 0.06 and

tar‘(@if’xz) < 0.2. The latter cut was actually applied to define a fiducialaegiround zero angle

also in thexz plane but, due to the quite flat dependence of the efficiendytruﬁﬂif’xz) , has some

degree of arbitrariness. Still the measured efficienciesstable within 0.1 % with respect to the
precise cut values.

Table 2. Total efficiencys(%) (in the wide gate) for tracks having te’

fy2) < 0.2 and tarig,) < 0.06 for
the five stations of the LHCb muon detector.

M1 M2 M3 M4 M5
£(%) | 98.8£0.4 | 99.7£0.1 | 99.9+0.1 | 99.8+0.1 | 99.8+0.1

6.2 Cluster size

The track finding procedure of the muon trigger algorithm asdd on logical pad signals which
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Figure 11. Efficiencye as a function 0B} , (with tan(6,
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are combined one per station to form five hit tracks, with tgidal pads having a smaller size in
X to measure the transverse momentum, as previously exglaifeeavoid spoiling the transverse
momentum measurement and to limit the number of hit comiginat(the trigger algorithm does
not consider clusters) it is therefore important to minienthe cluster size (CS) alongi.e. the
number of adjacent logical pads alordired by the same track. The cluster size is an intrinsic
characteristic of a chamber, but it is also affected by trackination, given the non negligible
thickness of the multi-gap chambers. To distinguish betvtbe two effects, the cluster size was
measured as a function of the anglg, that the muon track makes with the perpendicular to the
chamber.
Figure 12 shows the cluster size v, for tracks with|yy,| < 0.5 rad for M2R3 (a) and M3R2 (b)
chambers. In regions where the logical pads are smallegegpst dependence @g; is observed,
as expected from the geometry.

The hits affecting the muon system performance in collisitode are only those occurring
during the 25 ns LHC gate. Therefore our time integratedtetusize measurement is an over
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Figure 12. Average pad cluster size vgl. for |y.| < 0.5 rad in the wide gate (open circles) and in the
25 ns LHC gate (solid circles), for M2R3 (a) and M3R2 (b) chamnsb Time ordered difference between the
x logical channels forming the cluster and the one occurrirgg iin time, in events with cluster size larger
than one, for M2R3 (c) and M3R2 (d) chambers.

estimate of the effect. The cluster size in the 25 ns LHC dga8; was derived by convoluting
the measured time distribution of the main hit, as describeskction 6.3, centred in the 25 ns
LHC gate, with the experimental distribution of the time ereld difference between tixdogical
channels forming the cluster and the one occurring firstrirefiin events with cluster size larger
than one, shown in figure 12 (c) for M2R3 and (d) for M3R2 charabd-igure 12 shows the
corrected cluster size vsly, for [y,| < 0.5 rad for M2R3 (a) and M3R2 (b) chambers. The first
five open points of figure 12 were fitted with a straight line #melextrapolation of this line to zero
angle,CS, was reported in figure 13(a), with one entry per chamber.tjjpe typical uncertainty
onC< is of the order 0.05 and is due to the uncertainty from theagxtiation. The first five solid
points of the same figure were fitted with a straight line aredktrapolation of this line to zero
angle,C§35, was reported in figure 13(b), with one entry per chamber.tydest chamber types
are well inside the specifications; for those stations agebres Wherecg5 is at the edges, there
is a plan for the future running of the experiment to lower tingh voltage value, which will bring
the cluster size to even smaller values.

—18 —



entries/bin

12 1.4 1.6 1.8
cs®
@

entries/bin

o N A OO
———r ; ;
!

NI

1 1.2 1.4 1.6 18
CSh:

(b)

Figure 13. Logical pad cluster size afx; —0 rad,CS, for tracks with Yz <0.5 rad in an infinite time
windowCS(a) and in the 25 ns LHC ga@@5 (b). One entry per chamber type.

6.3 Time resolution

The detector time resolution was estimated for each regam the distributions of the time resid-
ual 5.1 after applying the corrections for time misalignitisetiescribed in section 5.2. We used a
data sample different, though acquired in similar cond#iofrom the one used for the time align-
ment, in order to avoid a bias on the time resolution from theretraining of the alignment.

The residual distributions exhibit some non gaussian.t&ilsletailed study was performed com-
paring regions characterized by a different readout methtad example is shown in figure 14.
Tails are smaller for regions having the same physical $igrad by two logical channels (for
andy views), where the coherence of the two measurements wasedgas in figure 14(a). This
suggests that tails are due to the TDC misbehavior at the 2%I@sgate borders and not to the
intrinsic chamber response. As a further test of this hypsit) the residuals were looked at, after
selecting only forward tracks whose absolute time extragol at calorimeter, measured by the
hits other than the one under scrutiny, is withiré ns from the LHC gate center. For those tracks,
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signals are expected to be more centered on the gate. The @fffinis cut is shown on figure 14
for regions M5R4 and M3R2x. Since non—gaussian tails arelynas artifact of the readout, the
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Figure 14. Distribution of time residual§ for M5R4 (a) and M3RZ view (b) chambers. For M5R4
chambers the same physical signals is readout by two TDCnelteufor thex andy views, that were re-
quired to agree. For the M3R2 chambers there are two indegemeladouts for the two views. The dotted
distribution is obtained after selecting tracks centerethe 25 ns LHC gate and is normalized to the same
area of the full plot to show the effect on the tails.
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resolution was eventually estimated from a gaussian fiopertd on the core of the distribution of
time residuals in regioR for tracks withn = 5 measurements:

n , n—-1_
SReore = m\/oé(resm) - 702 (6.1)
whereog(resid) is the fit result and is the average resolution estimated in the same way:
o = y/n/(n—=1) o(all residualg.

Several systematic effects affecting the resolution nreasent have been studied with the help

entries/bin

2, _

95 3 35 4 45 5
SRcore(ns)

Figure 15. Resolution measuremersgeore ; iN NS, after correcting for the systematic effects. Oneyent
corresponds to one chamber type; the chambers with doudd®ut have two entries.

of a toy Monte Carlo, such as the removal of signals at the 2x8dy TDC bins, the selection of
the first cluster hit in time, the residual time misalignneedtie to lack of statistics in some regions
and the fit procedure.

The total systematic corrections turned out to be of the roodié®.1-0.2 ns and only for M1R1
and M2R2 amount to -0.7 and -0.6 ns, respectively. Figurevlith,one entry per chamber type,
shows the final estimated resolution. For internal refezenicthe LHCb muon collaboration the
results are also detailed in table 3, where the first colunomshihesycqre resolution and the second
column shows the final estimation after the systematic ctme. The typical uncertainty on the
single data point is of the order of 0.2 ns, including bothisti@al an systematic contributions.

It can be noticed that the time resolution results lie in thege between 3 and 4 ns; only two
chamber types have time resolutions worse than 4 ns and iteigalresidual time misalignment
due to lack of statistics in the inner regions.

As discussed in section 3, with the cosmic data it was notilplest® directly measure the 20 ns
efficiency. Rather, from the measured values of time regwiuand with the results of figure 6,
an indirect estimate could be obtained, assuming the tis@uton to be the only source of in-
efficiency, and showed that, apart from the triple-GEM M1Rarmbers, a 20ns efficiency above
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Table 3. Resolution measurements, in ns, befag {9 and after correcting for the systematic effects for

the different chamber types.

chamber type

SRcore

final
estimate

M1R1
M1R2
M1R3
M1R4
M2R1x
M2R1y
M2R2x
M2R2y
M2R3
M2R4
M3R1x
M3R1y
M3R2x
M3R2y
M3R3
M3R4
M4R1
M4R2
M4R3
M4R4
M5R1
M5R2
M5R3
M5R4

5.0£0.5
40+04
3.9+0.1
4.0+0.1
3.0+£0.2
3.0+£0.2
3.0+£0.1
3.0+£0.1
3.3+£0.1
3.3+£0.1
3.4+0.2
3.2+0.2
3.0+£0.1
3.0+£0.1
3.3+£0.1
3.1+ 0.1
4.1+0.3
3.6+0.1
3.7+ 0.1
3.2+ 0.1
3.3+£0.3
3.4+0.2
3.5+0.1
3.3+£0.1

43+1.2
3.4+0.6
3.7£0.2
3.8£0.2
3.1+£03
3.1+£03
3.2+0.2
3.2+0.2
3.5+0.2
3.3£0.1
3.6+0.3
3.4+0.3
3.2+0.2
3.2+0.2
3.5+0.2
3.1+£0.1
41+04
3.7£0.2
3.7£0.1
3.3£0.2
3.3£0.3
3.5+0.3
3.5+0.1
3.3£0.1

97.5% was archived.

A direct measurement of the 20 ns efficiency is going to beudised in a future paper describing

muon system performance with LHC beams.

7. Conclusions

A study of the LHCb muon system performance was present@ty aesmic ray data taken during
the year 2009. The space and time alignment and the measurehohamber total efficiency, time
resolution and cluster size were discussed. The resulfgcotine expected detector performance.
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