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Abstract

The ability to identify jets containindp-hadrons is important for the physics program
of ATLAS. This capability relies on the precise measurers@fthe parameters of charged
tracks provided by the ATLAS Inner Detector. Using the 7 TeMision data collected by
the experiment in early 2010 and improved alignment and arpoecise error description
with respect to previous data taking periods, the trackimggpmance of the ATLAS Inner
Detector has been assessed. Some of the studies relevartafiing are discussed in this
note, in particular the track properties and notably thesiotparameter resolution.



1 Introduction

Identifying jets stemming from the hadronizationtefiuarks is important for the physics program of a
general-purpose experiment at the LHC such as ATLAS [1k imiparticular useful to select very pure
top quark samples, to search for new physics (supersymnietayy gauge bosons, etc.), to search for
and study Standard Model or SUSY Higgs bosons, and to vetarfett background for many physics
channels.

The LHC started to deliver collisions at 7 TeV centre-of-mamergy at the end of March 2010,
and the ATLAS experiment is expected to collect a sizeablewsrof data at this energy within the
coming months. A major goal of early physics analyses is teasurement of top quark production
in a currently unexplored center-of-mass energy range. éxdewy the lower the centre-of-mass energy,
the less favourable the signal over background ratio besdorethe measurement of thieproduction
cross-section. Requiring one jet to Inéagged significantly reduces the background fidn light jets
at a modest cost to signafieiency, typically improving thé&/B ratio by at least a factor of 2. It is thus
particularly useful to commission thetagging as early as possible.

b-jets can be identified either inclusively by measuring thpact parameters of the tracks(the
distance of closest approach of the track to the collisidntpfrom theb-hadron decay products, or ex-
plicitly by reconstructing the displaced vertex. In botlses, the precise measurement of the parameters
of charged tracks in the ATLAS Inner Detector is a key ingeetli

An assessment of the performance of the tracking with theV7ctdlision data is discussed in this
note. The implications for lifetime-based tagging alduris are discussed in Refs. [2]-[3]. Results
obtained with 900 GeV collision data were reported in Ref.gAd with earlier 7 TeV collisions in
Ref. [5]. Improvements since [5] are the use of a more prastige description and refined alignment in
the silicon detectors and higher integrated luminosity.

2 Datasampleand event selection

The analyses are based on a sample of proton-proton coflisiby/s = 7 TeV collected between March
and June 2010. The sample corresponds to an integrateddsityirof about 15 nb of data. The
trigger used to select events for this analysis is the jggén with the lowesEr threshold at the first
trigger level [6]. This trigger currently requires at leasie jet candidate object witgr > 5 GeV at the
electromagnetic scale, where no hadronic jet energy direis applied, and is referred to as J5. At the
analysis level at least one jet withr > 20 GeV is required. The jet energy is calibrated according to
the diline electromagnetic calibration of the ATLAS calorimetdmst, in addition, gor andn dependent
calibration factor is applied, to obtain the corrected badr jet energy scale [7].

Experimental data are compared to dijet Monte Carlo sirariabased on the PYTHIA event gen-
erator [8]. Experimental and simulated data were recoastduaccording to the version of the ATLAS
reconstruction software frozen in May 2010, using improaignment constants and a more precise
cluster error description in the Inner Detector. In patcuthe cluster errors used for the early commis-
sioning of the Inner Detector a/s = 900 GeV were based on vebyoad errors, reflecting a uniform
distribution corresponding to the size of the cluster adersd, while the new error description makes
use of a more complete parameterization of the errors asctiidarof the track azimuthal incidence angle
and of the cluster size. The simulated geometry correspnagerfectly aligned detector.

Only data collected during stable beam periods in which tlmos systems were operated at full
depletion voltage are used. As part of the trigger selectioea Beam Pick-up probes are required to
fire in correspondence of Bunch Crossing Identifiers corbfmtvith collision events, thus removing
spurious beam-halo events.

Events are required to have a reconstructed primary veritixatvleast 10 tracks, while events with



one or more additional reconstructed primary vertices withre than 4 tracks are removed from the
sample to reduce the influence of pile-up, as described matetail in the next section. Additional low-
pr tracks provided by a dedicated pattern-recognition aflgriwere also used for the primary vertex
reconstruction. A data sample of 2.5 million events wasiobth

3 Primary vertex reconstruction

The average number of proton-proton interactions per bana$sing i, ranges fromr~ 0.001 to~ 0.5,
giving rise to pile-up, i.e. to at least two interactions pench crossing, in a fraction 5 of the events
of the data sample used in this stdd¥he primary vertex reconstruction is designed to deal piiup
by reconstructing multiple vertices.

Only tracks fulfilling the following basic track quality ssdtion are used as an input to the primary
vertex reconstruction algorithm:

e pr > 150 MeV

|dol < 4 mm (transverse impact parameter computed with respelsetbodam spot center)

o(dg) < 5 mm (error on the transverse impact parameters)

o(2p) < 10 mm (error on the longitudinal impact parameters)
e > 4 hits in the SCT (silicon micro-strip) detector
e > 6 hits in the pixel and SCT detectors

An iterative vertex finding algorithm is used: after the track select®applied, a new vertex seed
is found by looking for the global maximum in the distributi@f the z coordinates of the tracks at
the point of closest approach to the beam spot center in dnsverse plane. The new vertex position
is then determined by passing the seed position and thesti@dund the seed to the vertex fitting
algorithm. Afterwards, only tracks incompatible with amgyiously found vertices by more than7o
(corresponding to a cut g¢f > 49) are used to seed a new vertex and this procedure is rdpesteno
tracks are left in the event and no additional vertices carefore be found. The vertex fitting algorithm
relies on theadaptivevertex fitter [9], which is a robusg? based fitting algorithm which deals with
outlying track measurements by down-weighting their dbation to the overall vertex? progressively,
while the fit iterations proceed according to a fixed numbestgps (fixed annealing scheme).

The beam spot center and size is used both during the findipgasid as a constraint in the vertex
fit. The beam spot width in the 7 TeV runs varies betweeB0 um for the first runsg* = 10 m) and
~ 30 um for the runs with squeezed beans$ € 2-5 m), with a small increase in the width during the
fills due to the growth in emittance of the beams. The bunchtkeresults into a luminous region length
of ~ 20-50 mm, depending on machine parameters, with very smalitians within a run.

In the vertex fit, the beam spot constraint has a significapairhon vertices reconstructed start-
ing from very few tracks, where the transverse resolutiodoisiinated by the beam spot information.
However, in thez direction, the length of the luminous region has no visildfle@ on the longitudinal
resolution of the primary vertices, which is determined lyy intrinsic longitudinal track resolution of
the tracks feeding the primary vertices reconstruction.

To reduce the féect of multiple interactions during one bunch crossing neeotprimary vertices
with more than 4 tracks are allowed in the same event. Thimjmrtant forb-tagging purposes, since
in the case of multiple interactions it may happen that thengrvertex is selected as the main event

Lassuming a Poisson distribution of the number of collisipeisbunch crossing.



X
=
1o
w
X
=
o
w

1000
900
800
700
600
500
400
300
200
100

80

o B S BRJ e w
ATLAS preliminary L=15nb™4
Pythia Dijet Monte Carlo \'s=7 TeV

L B e e e
ATLAS preliminary

=
o
S
o
L

- A

70

Pythia Dijet Monte Carlo \s =7 TeV
60

——— Data Vs=7TeV ——— Data \Vs=7TeV

50

e —

40

Number of event vertices

30
20
10

Number of event vertices / 2.5 GeV
H\\‘H\\‘H\\‘\H\‘HH‘HH‘HH‘HH

! L L P O O R B ‘
30 35 40 20 40 60 80 100 120 140

sz of tracks in PV [GeV] Number of tracks in PV
\[ .

o
=
o
=
[&)]
N
o
N
[&)]
o

(a) Distribution of the,/3; p2 from all tracks in the eventver-  (b) Number of tracks associated with the event vertex.
tex.

Figure 1: Basic properties of reconstructed primary vegtieV. Experimental data (solid black dots) are
compared to the Monte Carlo simulation (plain histograr8&nulated data have been normalized to the
experimental data.

vertex: this &ects both the impact parameters of the tracks, which are gwdpvith respect to the
primary vertex, and the search for secondary vertices. Tdia svent vertex is identified by choosing

the primary vertex with the highegt;"spZ ;. The square root of this distributioQ/z p2 for the main
event vertex is presented in Fig. 1(a). Simulated data is.Rifp) and 1(b) have been normalized to the
experimental data.

The cut at four tracks was chosen to avoid a substantial nuaflyecorrectly reconstructed primary
vertices being interpreted as real additional pile-upradgons: these low track multiplicity vertices
originate typically either from tracks which fail to be asided to the main event vertices or due to
secondary vertices which are reconstructed within the Ismotsize. In addition, to minimize the impact
of the longitudinal vertex resolution on the impact paranstudies, the main event vertex is required
to have at least 10 tracks. The number of tracks associatee fmimary vertex is shown in Fig. 1(b). A
significant disagreement is visible between experimemidisimulated data. This disagreement points to
the incorrect description of the number of primary and sdeoy particles in the simulation, especially
at low pr. This has also been shown in [10].

4 Track properties

The tracks reconstructed in the ATLAS Inner Detector [1H #re main ingredient fdo-tagging. On
average a track consists of 3 pixel hits, 4 space-poirgsq hits) in the silicon micro-strip detector and
about 34 hits in the Transition Radiation Tracker (TRT). Tivgermost pixel layer (called also layer-0
or theb-layer) is located at a radius of 5 cm, while the TRT extendsoupradius of 1 m. The tracker is
immersed in a 2 T magnetic field generated by the central simleihe intrinsic measurement accuracy
of the pixels is around 1im inr¢ and 115um in z. The tracker can measure the tracksceently and
with good accuracy withify| < 2.5 and down tgpr ~ 150 MeV.

Several pattern-recognition strategies are used to reoohdracks in the Inner Detector. In the
following, the tracks from the "inside-out” approach [12kaised: the pattern-recognition starts in the
two silicon systems and tracks are extended to higher réldéy are not required to have hits in the TRT.
This algorithm reconstructs tracks wigg > 150 MeV.



4.1 Basdinetrack selection

The track selection fob-tagging as already discussed in [1] is designed to selelttmeasured tracks
and reject fake tracks and tracks from long-lived partmle;%.A or other hyperon decays) and material
interactions (photon conversions or hadronic interashion

At least seven precision hits (pixel or micro-strip hits¢ aequired. In addition, at least two hits in
the pixel detector are required of which one must be in therimost layer. A successful extension of the
track into the TRT detector is not explicitly required, baifulfilled by most tracks within its acceptance.
The transverse and longitudinal impact parameters cordpuiéh respect to the primary vertex must
fulfil |do| < 1 mm andz sing| < 1.5 mm respectivelyd being the track polar angle. Only tracks with
pr > 1 GeV are considered.
The total number of tracks after these cuts is about 23 millidhis selection is used by the impact
parameter tagging algorithms while slightlyffiérent selections are used by the secondary vertex algo-
rithms as described in [3]. All the following results arengsthis selection, unless mentioned otherwise
when it was mandatory to relax some of the criteria to studgréiqular éfect.

4.2 Overall hit patterns

The patterns of hits on tracks have been studied using theriexgntal data and compared to Monte
Carlo simulated data. The distribution of the total numtgpigel hits on a track is shown in Fig. 2(a),
and the distribution of the number of hits in the first pixgldais shown in Fig. 2(b). The hit in the first
pixel layer determines the resolution of the impact paramet the track and is therefore essential for
b-tagging. Figure 2(c) shows the distribution of the numidenits in the SCT detector on a track. The
simulated data in all three hit distributions have been madimad to data and describes the experimental
data very well. The discrepancies for the number of SCT Hitghe track are being investigated.

The distribution of the average number of hits in the pixedtegn and in the SCT detector as a
function of the track azimuthal angle and pseudorapidity sirown on Fig. 3. The simulated events
describe well the experimental data. There are slight ejiicies between data and Monte Carlo for
the number of pixel hits on track: only one configuration cddi@ixel modules was simulated while the
number of dead modules fluctuated over the period of datademesl, and this distribution is sensitive
to this dfect.

The number of TRT hits on a track is not shown in this note, lpuea well between experimental
and simulated data.

4.3 Theinnermost pixel layer

Theb-tagging quality cuts for tracks require a hit on the innestrixel layer, which, thanks to its small
radius, provides a precise measurement of the track impaatyeter. It is therefore important to study
how often a hit in this layer is attached to a track. To do ser#iguirement of a hit on the innermost pixel
layer is removed, but all othértagging quality cuts are retained. The fractiorbafgging tracks which
have such a hit is shown as a function of the track azimuthglesand pseudo-rapidity in Figs. 4(a) and
4(b), respectively. Tracks crossing non-instrumentedbregin the innermost pixel layer or regions with
a dead module or dead front-end were discarded.

The plots show that the overall fraction of tracks which doohve had an innermost pixel layer hit
but do not have one is of the order ab(®%. Simulation and data agree reasonably well, though the
fraction of tracks with an attached innermost pixel laydrsslightly higher for the experimental data
aroundn = 0. This is most probably due to a slightly too high fractiorpofels randomly killed in the
simulation: further studies are on-going.



6

6
gzoz‘l‘o‘ : : — gsof‘lo‘”_”w””HHHH_H_
g 18F ATLAS preliminary L=15 nb‘L: 8 F ATLAS preliminary L=15 nb'lz
.g 16; Pythia Dijet Monte Carlo Vs =7 TeV é % 25; Pythia Dijet Monte Carlo \'s =7 TeV *:
@ qf T Daa \s=7Tev E @ = ——— Data Vs=7TeV q
£ E E £ 20 7
2 1l E 2 f 3
10F = 15 4
8: b-tagging cuts i L b-tagging cuts ]
oE E 10 3
4 3 51 =
2 = r b
E P B N ISP ] O B
0 2 6 8 10 0 1 2 3 4 5 6
Number of hits in the pixel detector Number of hits on the innermost pixel layer
(a) Number of pixel hits on a track. (b) Number of pixel hits on a track in the first pixel layer.
6
w 20—
4 [ ]
e 18 ATLAS preliminary L=15 nb’1{
% 16i Pythia Dijet Monte Carlo \'s=7 TeV .
g 14i ——— Data \s=7TeV 3
5 F E
z2 1 E
E b-tagging cuts 3
81— =
6 -
4 -
2 -
S N P . L3
2 4 6 8 10 12 14 16

Number of hits in the SCT detector
(c) Number of SCT hits on a track.
Figure 2: Distribution of number of pixel and SCT hits on kscfor tracks fulfilling theb-tagging quality

cuts. Experimental data (solid black dots) is comparedeédvbnte Carlo simulation (plain histogram).
Simulated data have been normalized to the experimental dat



5xxxw{xxxx{xxxx{xwxw{xwxw{xwxw

L ATLAS Preliminary L =15 nbt!

L e Data 2010 \/s= 7 TeV

5 T[T T T [T T[T T[T T [T T [T T[T [T T[Tt

ATLAS Preliminary L= 15 nb*!
e Data 2010 \/[s=7 TeV

L

45~ ] Pythia Dijet Monte Carlo il 45 [ Pythia Dijet Monte Carlo N
4i b-tagging cuts 4 b-tagging cuts I
35 -

Average number of pixel hits on track [/0.1]

Average number of pixel hits on track [/0.25 rad]

7.5

253 -2 -1 0 1 2 3 2%5 2 15 -1 05 0 05 1
@[rad] n

(a) Number of pixel hits versus track azimuthal angle. (b) Number of pixel hits versus track pseudorapidity.
§ 11kTTYTNYYYY{:T:TNTYYY{YYYY{TTTYA 'uo_)‘ 11 YTY{YYTY{YTYY‘YTY.TNT.YYYNTYTY{TYTY{YYYY‘YTYTNTYY
o [ ATLAS Preliminary L=15nb? ] s f ATLAS Preliminary L=15nb? ]
s 10 «  Data2010 \s= 7 TeV g 3 105F «  Data2010 \s= 7 TeV E
X 10: [ Pythia Dijet Monte Carlo ] 5 10: [] Pythia Dijet Monte Carlo ]
I C E s C E
s u h @ u ) h
§ 95F b-tagging cuts = E E b-tagging cuts =
=R 1 9 F ]
o oF 4 5 9 3
s Lo ]
g 8.5 7 % -
3 5
> c
o)) [
& >
g X
Z

-3 -2 -1 0 1 2 3
@lrad] n

(c) Number of SCT hits versus track azimuthal angle.  (d) Number of SCT hits versus track pseudorapidity.

Figure 3: Distribution of the number of pixel and SCT hits asiaction of the track azimuthal angle
and pseudorapidity, for tracks fulfilling thetagging quality cuts. Experimental data (solid black fots
is compared to the Monte Carlo simulation (plain histogram)



§ 7‘\\\\ L L \\\\‘\\\\‘\\\\‘7 'ﬁ 7\\\\HHHHHHHH\H\‘HH‘HH‘HH‘\HL
< L4 L=15nb™ ] g 104 L=15nb™ ]
n L 4 = L 4
J r e Data 2010 \s= 7 TeV ] S r e Data 2010 \s= 7 TeV ]
= 102- [ Pythia Dijet Monte Carlo 7 g 192- [ Pythia Dijet Monte Carlo 7
o r 7 © r 7
SN 3 £ 1 3
£ R Smatietetfefpressessfuaetssgemetater £, aasstessssetetesseesieessistase. .
= r = u ]
E 0.98 1~ S 098 -
ER 2 F ]
2 096 £ 096 -
[3} = — E o
I L 5] L i
et E c = -
S 094 b-tagging cuts % 0.94~ b-tagging cuts ]
2 r [ ]
£ 0921 0.921 -
- ATLAS Preliminary . - ATLAS Preliminary :

L L1 ‘ L1 ‘ L1 ‘ L1 ‘ ] ‘ ] 1 L L1l ‘ L1l ‘ L1l ‘ L1l ‘ L1l ‘ L1l ‘ Ll ‘ L1l ‘ L1l ‘ 11l 1

0973 2 -1 0 1 2 3 %5 2 15 -1 05 0 05 1 15 2 25
@[rad] n
(a) Fraction versus the track azimuthal angle (b) Fraction versus the track pseudorapidity

Figure 4: Distribution of the fraction of tracks having aa$t one hit on the first pixel layer, while fulfill-
ing all the otheib-tagging quality criteria, as a function of the track azihaltanglep and pseudorapidity
n, for tracks crossing an active region. Experimental dadid$lack dots) are compared to the Monte
Carlo simulation (plain histogram).

4.4 Basicimpact parameter distributions

The transverse impact parameter of a tralgki.e. its distance of closest approach on the transverse plane
to the primary vertex, is a key-ingredient for discrimingtitracks originating from displaced vertices
from tracks originating from the primary vertex. The longiinal locationz, at the same point of closest
approach is also useful for the same reasons.

The distribution ofdy for tracks fulfilling theb-tagging quality cuts is shown in Fig. 5(a), and its
significancedy/o g, in Fig. 5(b). The distancey is measured with respect to the primary vertex in an
unbiased way: if the track under consideration was usechfoptimary vertex determination, it is first
removed from the primary vertex which is subsequently egfitanddy is computed with respect to this
new vertex. The overall agreement between data and similetigood, though the simulated distribu-
tion of dp is a bit narrower. It should be also noted that relatingdddistribution shown in Fig. 5(a) (and
on subsequent figures as well) to the purely track—bdgéct‘} resolution is not straightforward since it is
convolved with the resolution on the primary vertex positio-?(do) = o-2(d32) + o%(do, PV), where
o(dg, PV) is the projection of the primary vertex error along thésax closest approach of the track to
the primary vertex on the transverse plane. This is furtisugsed in Section 5.

The distribution ofzy for tracks fulfilling theb-tagging quality cuts is shown in Fig. 5(c), and its
significancezp/o4, in Fig. 5(d). The measurement is again done in a unbiased neéyhe agreement
between data and simulation is very good. Again the purelgktbased resolution is here convolved
with the resolution on the longitudinal position of the pam vertex.

5 Impact parameter resolution

The knowledge of the impact parameter resolution is cruciathe correct understanding of the
tagging algorithms and their performance. It has therdeen studied in great detail.
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For this study, slightly dferent selection criteria are used than detailed earlierctits on the impact
parameteridy| and|zg sing| have been removed; all other cuts remain the same. Theestleatks have
been divided into 1%y bins between 1 and 30 GeV and 46ins. Twelve of these bins are in the barrel
region (019 < 6 < 0.81 7 which corresponds tigy| < 1.2).

As explained in Sec. 4.4, the track impact parameters aness@d at the point of closest approach
in the transverse plane to the reconstructed event vertexexifact the resolution, the distribution of
impact parameters has been fitted within @f its mean with a Gaussian function for each bingin
and pr. The width of this Gaussiaor(dy) = o-(dgac“) ® o(PV) is understood as the impact parameter
resolution convolved with the uncertainty of the reconded primary vertex.

5.1 Impact parameter resolution asa function of pr and 6

Figure 6 shows a two-dimensional map of tgresolution measured in experimental data, where the
pr of the tracks are shown along tieaxis and thei® along they-axis. The value of thélp resolution
follows the color coding on the right of the figure. As expéectBig. 6 shows that the resolution of the
transverse impact parametiyhas a strong correlation with botly andé.

Figure 7 shows the ratio of the two-dimensiodglresolution between experimental and simulated
data, where ther of the tracks are shown along thkeaxis and theip along they-axis. The value of the
dp ratio follows the color coding on the right of the figure. Thggeement for small values @ is very
good, for intermediate values around 6% and for large valpes-10 GeV) the discrepancies are up to
15%.
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Figure 6: Two-dimensional map of thdy resolu-
tion measured in experimental data, where phe
of the tracks are shown along tleaxis and their
6 along they-axis. 6 = 7 refers to the centre of
the detector.

Figure 7: Two-dimensional ratio of thdy reso-
lution between experimental and simulated data,
where thepr of the tracks are shown along tle
axis and thei® along they-axis. 6 = 7 refers to
the centre of the detector.

To study the dependence of the transverse impact paranestdution onpy andé in more detail,
projections of the two-dimensional distributions of theaktions onto singl® or pr bins have been
analysed. Figure 8 shows tldlg resolution versugpr for one centrab bin (057 < 8 < 0.557). As
expected, the resolution improves with increasimg For this analysis the statistics are high enough to
populatepr bins up to 30 GeV. For fixed, the impact parameter resolution can be parameterizedeby th



EGN-Model[13]:

G2 N2
o(do)iixed o = 4 sz + or + p_$ (1)

This model adds a linear term in' iy compared to the simplek @ B model used in [5], where only
two components, a constant term representing the intriresi& resolution and a term in’ﬂﬁ modeling
the multiple scattering contribution, are present. WHile katter model is not compatible with the ex-
perimental data up to high transverse momenta, the extendee! describes all the experimental data
starting frompy values of 1 GeV very well, as shown in Fig. 8. The interpretatf the fit parameters,
however, is not straightforward anymore. For example, thiglel allows no direct evaluation of the
multiple scattering contribution to the impact parameégsoiution. At the same time, the fit is useful to
reduce the statistical uncertainty connected with theaetitin of the resolution for a fixepr, shown in
Table 1.
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Figure 8: Transverse impact parameter resolutiorfFigure 9: Transverse impact parameter resolution
versuspr for 0.5 7 < # < 0.55 . The data have versusd for 1 GeV< pr < 1.1 GeV. 6 = 5 refers

been fitted by /EZ N %2 . '?';j (dashed line). to the centre of the detector. The data have been

Figure 9 shows the impact parameter resolution vefsios one pr bin (1 Ge\k pr < 1.1 GeV).
6 = 7 refers to the centre of the detector. The dependence ahthesolution on the traversed detector
material and length of the extrapolation path between tieosilayers (i.ef) is clearly visible. Using
Eg. 1, the parameterization for the transverse impact petermesolution can be expressed as

/ I / G2 b
o (do)fixedpr = \|@5; + Sng with ap, = 4[E2+ o and cp, = o @)

Both experimental and simulated data have been fitted byattmeula in Eq. 2 (within Q97 < 6 <
0.81n).

Remaining small dferences between experimental and simulated data can baiplhethe result
of the combined £ect of residual misalignment in the detector and dffedlences in the primary vertex
resolution, where the twdfects cannot be easily disentangled. This will be studietiémiext section.

fitted by \/a%T + % in the barrel (dashed line).

5.2 Deconvolution of primary vertex errors

As already described, the impact parameter is expressedegpect to the primary vertex. This has the
disadvantage of adding the primary vertex resolution tartrinsic resolution of the track. Moreover,

10



even thaunbiasedprimary vertex resolution depends on thieandé of the single track, due to possible
correlations of this track with the remaining tracks presemhe same event: this potentially distorts the
distribution of impact parameter resolution as a functibrpp andd. The main aim of this section is
to deconvolve theféect of the primary vertex resolution from the measuremei@impact parameter
resolution itself.

5.2.1 Deconvolution method

The method relies on dterative deconvolution procedure. The core of the impact parametmiution
can be described by the function:

2

Rmeaddo) = %
eaflo) = | €Xp|-5— >— | P (0, pv) dordg, PV 3)

Tho.trk T T dy PV

where the integrand is a Gaussian with a width corresponditige square root of the squared average of
the intrinsic track resolutionrg, « and of the resolution of the primary vertex projected aldrimpact
parameter directioory, py. This distribution is integrated over the distribution @flwes of resolutions

of the primary verteXP (o4, pv) corresponding to all the tracks considered. Since the pyimertex

fit uses the beam-spot constraint, the beam-spot widthesi@drincluded in the estimated uncertainty
of the primary vertex. Starting from the distribution of B&j.it is possible to obtain the deconvolved
distribution by multiplying the measured impact paramefezach track by a correction factor

0_2 -1/2
do— do- |1+ jO’PVl 4)
O-do,tl’k
Substituting this to Eq. 3, one moves from the distributidR@easto the distribution oRyy
1 dd
Rirk(do) = eXP[-z - l - 5)
o-do,tl’k

Since the correction factor depends on the track resolwtﬁcg’rgrk to be measured, the procedure has
to be applied iteratively. In addition, the study is perfedrin various ranges of traqk andé in order
to ensure a quasi constant resolution within a single subset

During the first iteration, individual values of the impaetrameters of each track are modified ac-

2
cording to Eq. 4, taking the initial ratié‘:j"% from the expected resolutiany, pv fit ando g, uk fit, Of the

primary vertex and of the track fit. Du%ing this first iteratjathe primary vertex error is not rescaled
by a scale factor accounting for theffdrent vertex resolution as provided by the primary vertearfd
the real vertex resolution in data since, in first approxiomtthe same scaling factor wouldfect the
resolution of single tracks.

A new distribution is obtained by correcting all values a tmpact parameter. This is then iteratively
fitted with a Gaussian function in a-o, +207] range until the fittedr is stable within (6%. The
resulting value otr represents the new estimate on the resolutig.

Next (-th) iteration is then performed, where dfdrent correction factor is applied:

2 -1/2
K3y TPyt
doj = do- |1+ - B2 , (6)
tracki—1 9 do, trk.fit

wheredy is the value of the original impact parameter before the fiesation and the errorsg, pv it
andog, wk fit are taken, track-by-track, from the nominal track and vefits, but where in addition the
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scale factorKpy for the primary vertex anBacki—1 for the single track are introduced. The scale factor
Kpy takes into account the fiiérence in the resolution of the primary vertex in data wigpeet to the
resolution predicted by the vertex fit: this accounts onlytfe intrinsic primary vertex resolution and
not for the éfect of the beam spot constraitpy is obtained from an independent data-driven method,
based on an analysis in which tracks forming the primaryexeare randomly split into two sets, two
new primary vertices are fitted and their reconstructedtionsi are compared. The width of tipells,

defined as the separation between the two vertiges xo (y1 — y») divided by the error, /cr§1 + ‘75,2

( , /‘75 1+ 0-5 2), provides an estimate of thkefactors, as presented in Ref. [14]. In order to cover possibl

model uncertainties, in this note, the width of el distribution is estimated in two complementary
ways: first a fit with a Gaussian function is applied iterdtivte the inner 20, +207] of the distribution,
in the same way as done in Ref. [14], and then, as a secondistgpaussian function fit is applied to the
entire distribution. The& factor value is then taken as the average between the twdanthtertainty
is inflated in order to cover theftierence between the two measurements. The f&Gt@iin events with
Nyacks > 5 in simulation is found to be.94 + 0.02, while the same factdfpy in data is found to be
0.97+0.02. Given that the final primary vertex resolution combiresihformation from the bare vertex
resolution with the constraint provided by the transversan spot width, which can be considered as
well-calibrated within a systematic uncertainty of 2 %, fimal Kpy is in between the value used and 1.
Since at the present stage of the analysis the beam spathiation is not avaible on an event-by-event
basis, we cover possibleftiérences in the relative contribution of the bare vertexlmtiem and the beam
spot constraint by usingpy = 0.97 + 0.05 for simulation anKpy = 0.985=+ 0.05 for data.

The scale factoKyack changes from iteration to iteration and is common for altkeain a givenpr
and6 range. and accounts for a similar resolutidieet as in the vertex resolution descriptidacki—1
is the ratio of the estimated resolution, v derived at the previous iteration{ 1) of the method with
respect to the resolutiang] i predicted by the fit errors of tracks in this andé rangé.

The procedure is repeated over and over and the correctidg.o6 applied until the measured
resolutionsoq, vk reach stability, for which typically three iterations argfient, even for the highest
pr bin (10-30 GeV).

5.2.2 Validation of the method

The method has been validated using Monte Carlo simulabgremparing the unfolded resolution to
the true track resolution. The upper row of Fig. 10 showgdthesolution as a function of traghk (left)
and the ratio to the true resolution (right) for a singiaterval. At highpr the dfect is larger because the
primary vertex resolution contributes by a large fractiotthte overall error, while the multiple scattering
dominates the lovpr region. The unfolded resolution agrees with the true regoiwithin the quoted
errors across th@y range of [05,20] GeV. The errors include both the statistical unceryamit the
Gaussian fit and the systematic error caused by the limitigion with which the primary vertex error
Kpy is known.

The same level of agreement can be observed for the trapswepact parameter resolution com-
puted as a function of, as shown in bottom left plot in Fig. 10 together with the gatb the true
resolution (right), for a singley interval. The othepr andé intervals which are not shown in this note
show the same level of agreement.

%To obtain the value ofr4, # the impact parameter distribution is first obtained by raniyogenerating values af, dis-
tributed according to a Gaussian function with a width cgpanding to the distribution efq, i Of all tracks in this bin. Then
the predicted resolution valugy, s is obtained by using an iterative Gaussian fit in-ad;, +207] range.
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Figure 10: Top: transverse impact parameter resolutionf@scéion of trackpr before and after unfold-
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0.257 < 8 < 0.30r, compared to the true resolution. Bottom: transverse imnpa@meter resolution as
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5.2.3 Unfolded track impact parameter resolution in data

Next, the deconvolution procedure has been applied to ohatader to derive the unfolded track trans-
verse parameter resolution as a functiorpgfandd and to compare it to the expectations provided by
Monte Carlo simulations. This is shown in Fig. 11 as a functbpr (top) for track direction® in the in-
terval of Q40r < 6 < 0.50r, as well as a function af (bottom) for tracks in the range @ pt < 10) GeV.
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Figure 11: Top: unfolded transverse impact parameter uésal measured in data (full circles) as a
function of pr for values of M0r < § < 0.50r, compared to the expectation from Monte Carlo simu-
lations (triangles). For reference, also the resolutidioteeunfolding is shown (open circles). Absolute
values are shown on the left, while the ratios to the expettesl resolution are shown on the right.
Bottom: unfolded transverse impact parameter resolutieasured in data as a functionéfor values

of (8 < pr < 10) GeV, compared to the expectation from Monte Carlo sitiaria. For reference, also
the resolution before unfolding is shown. Absolute valuessiown on the left, while the ratios to the
expected true resolution are shown on the right.

At low transverse momenta, where the multiple scattering ianization loss are dominant, the
simulation describes the impact parameter resolutiorectyrwithin few %, while a significant deviation
is seen at values gby starting from a few GeV, reaching up to 20% @t ~ 20 GeV. This varies
depending on thé interval considered, as will be shown later. This possildints to the presence of
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residual misalignments in the detector.

While the extracted values of the resolution do not yet alioprecise estimate of the asymptotic
resolution at very larger, it is however useful to compare precisely the resolutioseoied in data at
pr = 15 GeV with simulation, since around this value the contribution of the multiple scattering term
is expected to be comparable with the intrinsic resolutsmnthat this comparison is the most sensitive
to differences in the intrinsic resolution between data and stinuala

In order to obtain a more precise estimate of this value, rdngsterse impact parameter resolution
values forpr in the range 5-20 GeV were interpolated with the function from Eq. 1. Ehéts versus
pr are already shown in Figs. 8, 10 and 11 (top left). They allevicuextract with increased statistical
accuracy the resolution values in sofbins for finite pr values from the 7 TeV data . Table 1 shows
these values for the convolved and the deconvolved trasswapact parameter resolution for values of
pr of 1 GeV, 5 GeV and 15 GeV in one centgabin in the barrel and the end-cap40r < 6 < 0.5«
and Q9 7 < 0 < m, respectively). Since theintervals chosen for this study are quite large, there isesom
residual dependence on théfdrence in the rapidity distribution of tracks between daieh simulation:
this adds a systematic uncertainty to the quoted numbershwihiroughly estimated to be within 1%.
The simulation uses a realistic detector description ol the indficiencies due to defect modules
which were disabled during data taking.

o (do) [#m]
experimental data simulated data
pr convolved unfolded MC truth

04nr<6<057 1GeV |1040+02 1025+0.3 982+0.1

5GeV | 342+01 295+0.2 272+0.0

15GeV| 239+02 178+05 154+ 0.0

09n <6< n 1GeV | 1887+0.2 1882+02| 1796+0.0

5GeV | 522+01 483+0.2 418+0.0

15GeV| 336+01 280+04 207+0.0

Table 1. Resolutions of the transverse impact parametarafious values of transverse momentum for
7 TeV experimental and simulated data. The errors refledttiestical uncertainties only, except for the
unfolded resolutions, which also include theeet of systematic variations of the scale fadtex,.

The transverse impact parameter resolution for tracks mitmenta arounghr = 15 GeV are also
shown in Fig. 12 as a function &f While in general the resolution predicted in the simulatie
not far from the one assessed in data, some discrepanciegpaeent, in particular in the two end-
caps, the highest being in the forward regibir 2.8. Even if the accuracy of the alignment has been
significantly improved before the last data re-processimgst of this discrepancy might still be explained
by residual misalignment of the inner tracking detectorilevan ideally aligned detector is assumed in
the simulation.

Figure 13 shows that the impact of the primary vertex errothenconvolved resolution is slightly
stronger in simulation than in data. The main reason forighisat the beam spot width in simulation is
significantly larger than in data+(80 um in simulation, while it can be as low as gt in data). The
deconvolution procedure is however taking this propertg account and the unfolded distributions are
therefore not sensitive to thisfiirence. In addition, the same figure also shows that theatimmedue
to the unfolding procedure is not flat both s ando.

Figure 14 shows the two dimensional map of the deconvohatstrerse impact parameter resolution.
Figure 15 shows the ratio between the deconvoldgdesolution between experimental and simulated
data.
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Figure 12: Unfolded impact parameter resolutions detezthatpr = 15 GeV as a function of, com-
pared to the expected resolutions from Monte Carlo simanati assuming a perfectly aligned detector.
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Figure 13: Ratio of the convolved impact parameter resmutd the unfolded one, both for Monte
Carlo simulation and data, as a functiongaf for 0.257 < 6 < 0.30r (left) and as a function of for

(8 < pr < 10) GeV.

6 Tracksinjets

The jet direction, calculated from the energy deposits éndalorimeters, is used to define a cone inside
which tracks are associated to the jet, and also to defineigheo$ the impact parameter: the sign is
positive if the track crosses the jet axis in front of the @ignvertex and negative otherwise.

Complex track pattern-recognition issues may arise in aetronment due to the high density of

tracks. This may be particulary

acute for narrow highjets.
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Figure 14: Two-dimensional map of the decon-giq e 15: Two-dimensional ratio of the decon-
volved dy resolution measured in experimental volved do resolution between experimental and
data, where ther of the tracks are shown along gjnjjated data, where thpr of the tracks are
the x-axis and theird along they-axis. 6 = 3 ghown along thec-axis and theird along they-
refers to the centre of the detector. axis. @ = 5 refers to the centre of the detector.

6.1 Trackswith shared hits

One important case fds-tagging is the case of tracks which are sharing some of themsurement
points with other track(s). Shared hits occur more oftemédilicon micro-strip detectors because these
provide a precision measurement only in e direction and only a loose constraint in the direction
orthogonal toR¢ (z in the barrel andR in the endcaps), despite the fact that the measuremenslayer
are placed at larger radii. Thanks to its two-dimensionghsmntation and high granularity, the pixel
detector is more immune to thigfect. Nevertheless, hit sharing in the pixel detector isallgtumore
critical for b-tagging purposes since the lowest radius measuremente dieé impact parameter of the
track. In the following, a track with shared hits is definechasing at least one shared hit in the pixels
or at least two shared hits in the strips.

The distribution of the fraction of tracks with shared hiiffifling the b-tagging quality cuts is shown
as a function of their distanc&R (1/An? + A¢?) to theb-tagging track under consideration in Fig. 16. It
is clearly noticeable that the closer the tracks, the mé&ahlithey share hits, as expected. Thiget is
also quite well modeled by the simulation.

Despite being rather few, these tracks play a significarg moldegradingo-tagging performance
because they induce large tails in ttigdistribution. This is shown for experimental data in Fig. 17
where those tracks are compared to tracks without sharegumegaents. Thisfiect is reproduced fairly
well by the simulation, as can be seen in Fig. 18. In the fyutureeks with shared hits could be either
removed or treated in a special way fBtagging.

6.2 Jet sdection

As mentioned already, calorimeter jets are used to defingettdirection which defines the associated
tracks and the track’s impact parameter sign. We have selecsample of jets (cf. Ref. [2]) and have
checked that the data is well modeled by the Monte Carlo. astlene track fulfilling theb-tagging
quality cuts and associated to the jet with a spatial matchR(jet, track) was required. The association
cut varies as a function of the jet, in order to have a smaller cone for jets at hijghwhich are more
collimated, but is around 0.4.
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6.3 Signed impact parameter

Figure 19 shows the distribution of the transverse imparrater signed with respect to the jet axis,
and Fig. 20 shows its significance. The impact parameterseare not corrected according to results of
the unfolding procedure presented in Sec. 5.2. The ovagedeanent between experimental data points
and simulated data is good, though the simulated distdbatare slightly narrower. The asymmetry
induced by heavy flavour contributions (but also to a smalieentK?, A, photon conversions, etc) is
clearly visible on both distributions.

The distributions in Fig. 18 and 19 show some discrepanadsden experimental and simulated
data. The overall impact parameter resolution (Fig. 19arsawer in simulation compared to experimen-
tal data, as can be expected sirog.the Inner Detector is perfectly aligned in simulation. Tippasite
effect can be observed for hits with shared tracks (Fig. 18)itlhas to be noted that these tracks con-
stitute only a very small fraction of all tracks. Howevertta¢ current early stage of the experiment the
overall agreement is very satisfactory.

7 Conclusion

The analysis of the 7 TeV collision data taken by ATLAS shohat the Inner Detector and the track
reconstruction are performing very well. The transversgaoh parameter resolution of tracks was mea-
sured for the first time by unfolding the uncertainty conedcivith the reconstruction of the primary
vertex. At low transverse momenta the resolution is well efled in the simulation within few percent,
confirming a good description of the multiple scattering amdzation losses due to material. At trans-
verse momenta abovgr = 1 GeV some discrepancies start to get visible, pointing ¢optesence of
residual misalignment of the inner tracking detector. EBhmssalignments are known and are addressed
by constantly improving the calibration and alignment & thner tracking detector. The overall perfor-
mance is very promising and these results point to the piligsilif an early commissioning of ATLAS’
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b-tagging capabilities.
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