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1. INTRODUCTION

After years of waiting, and after six Les Houches workshdps, era of LHC running is finally upon
us, albeit at a lower initial center-of-mass energy thagioélly planned. Thus, there has been a great
sense of anticipation from both the experimental and thimalecommunities. The last two years, in
particular, have seen great productivity in the area of mpatton calculations at leading order (LO),
next-to-leading order (NLO) and next-to-next-to-leadarger (NNLO), and this productivity is reflected
in the proceedings of the NLM group. Both religions, Feynraaa and Unitarians, as well as agnostic
experimenters, were well-represented in both the disonssat Les Houches, and in the contributions to
the write-up.

Next-to-leading order (NLO) is the first order at which themalization, and in some cases the
shape, of perturbative cross sections can be consideriathlee[1]. This can be especially true when
probing extreme kinematic regions, as for example with bembsliggs searches considered in several of
the contributions to this writeup. A full understanding fmoth standard model and beyond the standard
model physics at the LHC requires the development of fasighle programs for the calculation of
multi-parton final states at NLO. There have been many achsimthe development of NLO techniques,
standardization and automation for such processes andstréflected in the contributions to the first
section of this writeup.

Many calculations have previously been performed with tidecd semi-numerical techniques.
Such techniques, although retaining the desired accuesy,to codes which are slow to run. Advances
in the calculation of compact analytic expressions for KHigg2 jets (see for example the contribution



of S. Badger and R. Britto to these proceedings) have rakintthe development of much faster codes,
which extend the phenomenology that can be conducted, dsagvehaking the code available to the
public for the first time.

A prioritized list of NLO cross sections was assembled at Hesiches in 2005 ]|2] and added
to in 2007 [3]. This list includes cross sections which arpesimentally important, and which are
theoretically feasible (if difficult) to calculate. Basilyaall 2 — 3 cross sections of interest have been
calculated, with the frontier now extending 20— 4 calculations. Often these calculations exist only
as private codes. That wishlist is shown below in Table 1c&2007, two additional calculations have
been completed:tbb andW + 3 jets, reflecting the advance of the NLO technolog@ te- 4 processes.

In addition, the cross section fébbb has been calculated for thg initial state with theyg initial state
calculation in progress (see the contribution of T. Bindthlg

Final states of such complexity usually lead to multi-sqaleblems, and the correct choice of
scales to use can be problematic not only at LO, but also at.NIb® size of the higher order corrections
and of the residual scale dependence at NLO can dependIstmnghether the considered cross section
is inclusive, or whether a jet veto cut has been apﬂied

Depending on the process, dramatically different behas@or be observed upon the application
of a jet veto. There is a trade-off between suppressing th® Biloss section and increasing the pertur-
bative uncertainty, with application of a jet veto sometidestroying the cancellation between infra-red
logs of real and virtual origin, and sometimes just suppngskrge (and very scale-sensitive) tree-level
contributions. So far, there is no general rule predicting tiype of behavior to be expected, but this is
an important matter for further investigation.

From the experimental side, an addition to the above wehitiiat will be crucial is the determi-
nation of the accuracy to which each of the calculations si@gede known. This is clearly related to
the experimental accuracy at which the cross sections caneasured at the LHC, and can determine,
for example, for what processes it may be necessary to eddcalecto-weak corrections, in addition to
the higher order QCD corrections. On the theoretical sidepuld also be interesting to categorize the
impact of a jet veto on the size and stability of each of the Nlt@xs sections.

The technology does exist to carry out a calculationWofZ production at NNLO (QCD) and
at NLO (EW). This process was placed on the wish-list in 208 i&is unfortunate that the combined
calculation has not yet been carried out, as this precisamtiimark will be very useful and important at
the LHC.

To reach full utility, the codes for any of these complex NL&aulations should be made public
and/or the authors should generate ROOT ntuples providiegpairton level event information from
which experimentalists can assemble any cross sectiomtarest. Where possible, decays (with spin
correlations) should be included. A general format for tteeage of the output of NLO programs in
ROOT ntuples was developed at Les Houches (see the comridobm J. Campbell et al). The goal
is for this to be a semi-official standard. Of course the udtiengoal will be the ability to link any
NLO calculation to a parton shower Monte Carlo. A generatiesvork for this linkage, the Binoth Les
Houches Accord was developed at this workshop [24] and afkainple of its useage is also included
in these proceedings (see the contribution of J. Archibaid)e

A measurement of Higgs production in thigf channel is important for a precision determination
of the Higgs Yukawa couplings; for the Higgs decay ihto the measurement suffers from a sizeable
background fronttbb production. Knowledge of the NLO cross sections for botmaigind background
can allow analysis strategies to be developed taking intowat differences in the two processes, as for
example differences in the transverse momentum distdbatof theb quarks. Vetoing on the presence
of an extra jet reduces the size of the NLO corrections, bubhatpossible expense of an increase in
the scale dependence of the resulting exclusive crossasctihe application of a jet veto has a similar

1The same considerations apply as well to NNLO cross sect®as the contribution of G. Dissertori and F. Stoeckli.



Process¥ € {Z,W,~})

Comments

Calculations completed since Les Houches 2

D05

1.pp — VVijet

2. pp — Higgs+2jets

3 pp—=>VVV

4. pp — ttbb

5. pp — V+3jets

W Wiet completed by Dittmaier/Kallweit/Uwer [4] 5];
Campbell/Ellis/zanderighi_[6].

Z Zjet completed by
Binoth/Gleisberg/Karg/Kauer/Sanguinett] [7]

NLO QCD to thegg channel

completed by Campbell/Ellis/Zanderighi [8];

NLO QCD+EW to the VBF channel

completed by Ciccolini/Denner/Dittmaier![9,/10]

7 7 7Z completed by Lazopoulos/Melnikov/Petriello [11
andWW Z by Hankele/Zeppenfeld [12]

(see also Binoth/Ossola/Papadopoulos/Piftau [13])

relevant fortt H computed by
Bredenstein/Denner/Dittmaier/Pozzorini [14}, 15]

and Bevilacqua/Czakon/Papadopoulos/Pittau/Wadrek
calculated by the Blackhat/Sherpa[17]

and Rocket([18] collaborations

[16]

Calculations remaining from Les Houches 20(

D5

6. pp — tt+2jets

7.pp — VV bb,
8. pp — VV+2jets

relevant fortt H computed by
Bevilacqua/Czakon/Papadopoulos/Worek | [19]
relevant for VBF— H — VV, ttH

relevant for VBF— H — V'V

VBF contributions calculated by
(Bozzif)Jager/Oleari/Zeppenfeld [20-+22]

NLO calculations added to list in 2007

9. pp — bbbb

qq channel calculated by Golem collaboration![23]

NLO calculations added to list in 2009

10.pp — V+4 jets
11.pp — Wbbj
12.pp — tttt

top pair production, various new physics signatures
top, new physics signatures
various new physics signatures

Calculations beyond NLO added in 2007

13. gg — W*W* O(a?a?)
14. NNLOpp — tt
15. NNLO to VBF andZ/~+jet

backgrounds to Higgs
normalization of a benchmark process
Higgs couplings and SM benchmark

Calculations including electroweak effects

16. NNLO QCD+NLO EW forW/Z

precision calculation of a SM benchmark

Table 1: The updated experimenter’s wishlist for LHC preess
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effect for the size of the NLO corrections for as forttbb, but results in a smaller increase in the scale
uncertainty. The use dfraditional scales for this process, such@as + my;/2, result in a K-factor
close to 2, suggesting the presence of large logarithmsribgtspoil the convergence of the perturbative
expansion. New choices of scale can reduce the size of thehayder corrections. Two contributions
to these proceedings discugsb calculations (see G. Bevilacqua et al, and A. Bredensteat) et

There were three additions to the wishlist:
o V(W,Z) +4jets
e 1Vbbj (with massive b)
o (itt
In addition,there is the need/desire to h&/e& 3 jets to accompany the existing calculationl@f+ 3
jets.

Experimentalists typically deal with leading order (LO)aadations, especially in the context of
parton shower Monte Carlos. Some of the information from @Nialculation can be encapsulated in
the K-factor, the ratio of the NLO to LO cross section for aegivprocess, with the caveat that the value
of the K-factor depends upon a number of variables, inclydire values of the renormalization and
factorization scales, as well as the parton distributiorcfions (PDFs) used at LO and NLO. In addition,
the NLO corrections often result in a shape change, so thakefactor is not sufficient to describe the
impact of the NLO corrections on the LO cross section. Evethwhese caveats, it is still useful to
calculate the K-factors for interesting processes at thaffen and LHC. A K-factor table, originally
shown in the CHS review article|[1] and then later expandeithénLes Houches 2007 proceedings [3],
is shown below. The K-factors are shown for several diffectioices of scale and with the use of either
LO or NLO PDFs for the LO calculation. Also shown are the Ktfas when the CTEQ modified LO
PDFs are used [25].

Fact. scales Tevatron K-factor LHC K-factor

Process po | K(po) | K1) | K'(po) | K(po) | K(pa) | K'(p0) | K" (p0)
1% mw | 2mw | 133 | 1.31 | 121 | 1.15 | 1.05 | 1.15 | 0.95
W+1 jet my | Pt 1.42 | 120 | 1.43 | 121 | 132 | 1.42 | 0.99
W+2 jets mw | pt 1.16 | 0.91 | 1.29 | 0.89 | 0.88 | 1.10 | 0.90
WW+1 jet mw | 2mw | 119 | 1.37 | 1.26 | 1.33 | 1.40 | 142 | 1.10
tt my |2my | 1.08 | 1.31 | 1.24 | 1.40 | 159 | 1.19 | 1.09
ti+1 jet my | 2my | 113 | 1.43 | 137 | 097 | 1.29 | 1.10 | 0.85
bb my | 2mp 1.20 | 1.21 | 2.10 | 098 | 0.84 | 251 -
Higgs my | pt 2.33 - 233 | 1.72 - 232 | 1.43
Higgs via VBF | my | pi<' 1.07 | 097 | 1.07 | 1.23 | 134 | 085 | 0.83
Higgs+ljet | mpy | P 2.02 - 2.13 | 1.47 - 190 | 1.33
Higgs+2 jets | mpy | < - - - 1.15 - - 1.13

Table 2: K-factors for various processes at the LHC (at 14)T&lculated using a selection of input parameters. In a@ésa
for NLO calculations, the CTEQ6M PDF set is used. For LO daltons, C uses the CTEQ6L1 set, whil&t’ uses the same
PDF set, CTEQ6M, as at NLO, arid’ uses the LO-MC (2-loop) PDF set CTO9MC2. For Higgs+1 or 2, jatfet cut of
40 GeV/c and|n| < 4.5 has been applied. A cut qf;t > 20 GeV/c has been applied to thg+jet process, and a cut
of pit* > 50 GeV/c to the W W +jet process. In théV (Higgs)+2 jets process, the jets are separated\#y > 0.4 (with
Rsep = 1.3), whilst the vector boson fusion (VBF) calculations arefpened for a Higgs boson of masf0 GeV. In each
case the value of the K-factor is compared at two often-usalk £hoices;o and .



Several patterns can be observed in the K-factor table. Ndu@ctions appear to be larger for
processes in which there is a great deal of color annihilatsmich agyg — Higgs in which two color
octet gluons produce a color singlet Higgs boson. NLO ctioes also tend to decrease as more final-
state legs are add@l The K-factors at the LHC are similar to the K-factors for #zme processes at
the Tevatron, but have a tendency to be smaller.

The cross section for the production a W boson and 3 jets kastlg been calculated at NLO[17],
[26]. As expected, the scale dependence for this crossosesiiows a monotonic behavior at LO and a
greatly reduced scale dependence at NLO. It can be obsdragdising a scale ofiyy, the K-factor at
the Tevatron is approximately unity, while at the LHC it isdethan 0.6.

The K-factors for W + 1, 2 or 3 jets, at a renormalization/fai#ation scale ofnyy, are plotted
in Figure[1 (along with similar K-factors for Higgs + 1 or 2$¢E [28]. In this plot, a pattern becomes
obvious. The K-factors appear to decrease linearly as tinebeu of final state jets increases, with
a similar slope at the Tevatron as at the LHC (but with an dffsé similar slope is observed for
Higgs boson+ jets at the LHC. To further understand thisgpatfin addition to the color flow argument
discussed in the previous section), we first have to reviewlgorithms at LO and NLO.

At LO, one parton equals one jet. By choosing a jet algorithith \size parameter D, we are
requiring any two partons to be a distance D or greater afdre matrix elements have/ AR poles,
so a larger value of D means smaller cross sections. At NL&etban be two partons in a jet, and jets
for the first time can have some structure. N& cut is needed since the virtual corrections cancel the
collinear singularity from the gluon emission (but there agsidual logs that can become important if
the value of D is too small). Increasing the size parameterdieases the phase space for including an
extra gluon in the jet, and thus increases the cross sedtidh@ (in most cases). The larger the number
of final state partons, the greater the differences will evben the LO and NLO dependence on jet size.
The other factors mentioned above (such as the color argisinare also important, but the impact of
the jet algorithms at LO and NLO will become increasingly omant for NLO calculations with large
numbers of final-state partons.

It has been observed that the usetgbical scales forlV + 3 jet production at LO can result
in substantial shape differences between the LO and NLOqtieas [17/18]. Conversely, the use of
other scales, such as the sum of the transverse momenturnfioiahktate objects ), or the use of
dynamically generated scales, such as with the CKKW or MLbtedures, result in good agreement
between the LO and NLO predictions. A contribution (see Schtoet al) compares the results of
different scale choices at LO and NLO for this final state (@l as being first direct comparison of the
Rocket and Blackhat calculations).

An important search channel for Higgs boson production atltHC is Vector Boson Fusion
(VBF). The experimental signature consists of the presefi¢tero forward-backward tag jets, and the
suppression of additional hadronic activity in the centaglidity region. A comparison was made (in the
contribution of A. Denner et al) between NLO predictions fiis final state and leading order parton
shower predictions. Differences between the two can pigrtie taken into account by the re-weighting
of Herwig events, using a weight that depends on the trassvaomentum of the Higgs boson.

The pattern of gluon radiation for a final state consistinglgfaW boson plus multiple jets (see
J. Andersen et al) and (2) a Higgs boson plus multiple jets Jsé&ndersen et al) was examined in these
proceedings, with comparison of NLO calculations with LO attpn shower predictions and with the
predictions of a BFKL Monte Carlo. A universal behaviour isserved for a strong correlation between

2A rule-of-thumb derived by Lance Dixon is that the K-facterdften proportional to the facta;; + Ciz — Cfmaz,
whereC;1 and Cj, are the Casimir color factors for the initial state afig...... is the Casimir factor for the biggest color
representation that the final state can be in. Of courseigimist intended to be a rigorous rule, just an illustrative.on

3For these plots, the NLO CTEQ6.6 PDFs][27] have been usedhith the LO and NLO matrix elements, in order to
separate any PDF effects from matrix element effects. If P0F such as CTEQ6L1 were used instead, the LO cross sections
would shift upwards, but the trends would be the same.
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Fig. 1: The K-factors (NLO/LO) are plotted fa# production at the Tevatron and LHC and for Higgs productibtha LHC
as a function of the number of accompanying jets. Ehget algorithm with a D parameter of 0.4 has been used.

the rapidity span (of the two most forward-backward jets) #me jet activity between these two jets.
This implies that information about jet vetoes in Higgs bogooduction in association with dijets can
be extracted from measurementdinboson + dijets.

There was a great deal of discussion at Les Houches, andabessulting contributions, on the
standardization of parton distribution functions (PDFR®) ¢heir uncertainties, and a quantitative under-
standing on reasons for any differences among PDFs producdide major global PDF groups. The
NNPDF group presented a study on the correlation betweéh/,) and the gluon distribution (see R.
Ball et al); they found that, at least within the NNPDF appgtgathe sum in quadrature of PDF and
«s uncertainties provides an excellent approximation of tidtined from an exact error propagation
treatment. For the case of Higgs boson production thraugfusion, similar PDF uncertainties were
found for CTEQ6.6 and MSTW2008, over a Higgs boson mass rand®0-300 GeV, with slightly
larger uncertainties from the NNPDF1.2 PDFs.

A benchmarking study for heavy quark schemes was carriectoahd after Les Houches (see
the contribution of J. Rojo et al). The study compared quaintely different General-Mass Variable
Flavour Number (GM-VFN) schemes for the treatment of heawgirigs in deep-inelastic scattering.
GM-VFN schemes used by the three main global PDF fitting gsoupre compared, and benchmark
tables provided for easy comparison with any future GM-VIENesnes.

Although much of the work at Les Houches dealt with the imp®LO corrections on LHC and
Tevatron cross sections, many important cross sectiorsdlao been calculated at NNLO, and the extra



order can provide additional important information. Higgmarches have been ongoing at the Tevatron
for many years, with theg — Higgs(— W) channel being the most promising in the Higgs mass
range of approximately twice tHé mass. In one contribution, the impact of the NNLO correction

the above channel (with thid” bosons decaying to leptons) was examined (see the comrnbot G.
Dissertori and F. Stockli). In the contribution of R. Boughk new NNLO predictions for Higgs boson
production at the Tevatron,taking into account electrdwearrections in addition, were summarized.
The new predictions are typically 4-6% lower than those jmasly used for Tevatron exclusion limits.
In the contribution of G. Passarino, the complete NLO EW ections to the (gg) Higgs production
cross section were reviewed. Two schemes for includingdriginder EW corrections were discussed
and Higgs pseudo-observables were introduced.

Some of the most precise determinations of the strong aogiplinstant result from measurements
ateTe™ colliders, especially LEP. A contribution to Les Houcheseg($s. Dissertori et al) describes a
precise determination of the strong coupling constantdasea NNLO+NNLA analysis of hadronic
events shapes.

A combined theoretical/experimental study of the Frixigtmton isolation scheme was carried
out in the context of the Les Houches workshop. The finite sizthe calorimeter cells into which
fragmentation energy can be deposited was taken into atootire Frixione isolation scheme by intro-
ducing a finite number of nested cones together with the sparding maximal values for the transverse
energy allowed inside each of the cones. Together with n@atiniques for the experimental estima-
tion of the amount of underlying event/pileup transversergy inside the isolation cone, this technique
will allow for comparisons to theoretical calculations wiédhe fragmentation component need not be
calculated.

Finally, we would like to say that this group, and these pealiegs, would not have been a success
without the efforts of our colleague and co-convener, Themimoth, who has left us far too soon. We
would like to dedicate these proceedings to him.
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NLO TECHNIQUES, STANDARDIZATION,
AUTOMATION

2. RECENTADVANCES IN ANALYTIC COMPUTATIONS FOR ONE-LOOPAM PLITUDESH

2.1 Introduction

Key insights of recent years have sparked progress in bailytamand numerical techniques for the

computation of multi-particle one-loop amplitudes. Fuflgalytic computations offer the possibility

of extremely fast and accurate evaluation of NLO crossi@est Details of the analytic structure of

the amplitudes, universal factorisation and cancellatbinphysical poles play an important role in

the development of fully numerical methods. Further inydetween the two approaches would be
useful to find the most flexible and efficient tools for NLO pesses at the LHC. Achievements of new
methods in numerical computation are presented elsewhdhdsireport. In this section we summarise
recent developments in analytic computations.

Most current techniques involve unitarity cuts and gensedl cuts, which are evaluated in re-
gions of phase space where loop propagators are on shell.exfansion of the amplitude in master
integrals with rational coefficients can then be evaluatgeékaaically in terms of tree-level quantities.
Unlike in traditional reduction, individual coefficientseaderived independently, based on the known
analytic structure of the master integrals. A demonstmatbthe strength of analytic methods at one-
loop was seen in the full computation of the six-gluon arplit, whose components have been helpfully
consolidated in[[29]. A recent achievement, which we déschielow, is the completion of all helicity
amplitudes for the production of Higgs plus two jets [8,30}3

2.2 INTEGRAL COEFFICIENTS FROM DOUBLE CUTS

The familiar “double” unitarity cuts (two propagators orefihyield complete information about large
classes of amplitudes. This cut-constructibility underlthe unitarity method of [38, 39] for finding
coefficients of the master integrals without reducing Fegnrimtegrals. “Spinor integration” methods,
based on Cauchy’s residue theorem applied to the unitauity ave recently been used to generate
closed-form expressions for the coefficients of scalar erdategrals([40=43]. The first such formulae
[40,[41] were produced for 4-dimensional master integnalsassless theories, starting from tree-level
input (the cut integrand) manifesting only physical sirmgities. From the integrand, the coefficients
are obtained through a series of algebraic replacement® fdimulae have been generalised/d
dimensional integrals in [44] and to scalar masses_ih [42].

The cut integrand, written analytically as a product of el amplitudes, may be derived in a
very compact form using “MHV diagrams!’ [45—53] or on-shatursion relations, particularly in four
dimensions with at least two massless patrticles involvedaich tree amplitude [54—70]. Extensions
to dimensions other than four have been explored_in[[71—FHwever, on-shell recursion relations
typically feature unphysical singularities, “spurioudgxd, in their individual terms. In[43], the closed
form coefficients of [[42] have been generalised to allow amjonal functions as cut integrands, in
particular with the possible presence of spurious poles.

Current techniques of evaluating unitarity cuts permit roouis variations. As mentioned above,
the cuts may be evaluated by the residue theorem each tiomeporating simplifications depending on
the specific forms of the integrands; or the available cldseahs for coefficients may be used blindly.
Certainly, there are intermediate and related approachesed, which are being explored for optimal
efficiency, considering also numerical evaluations. A niesgudy [75] frames the double-cut phase space

4Contributed by: S. Badger and R. Britto.
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integral in terms of Stokes’ theorem, bypassing spinoraiotr of a conjugate pair of complex scalar
integration variables. The cut is evaluated by indefinitegration in one variable followed by Cauchy’s
residue theorem applied to the conjugate variable. Theautsibble integrals are rational functions,
so their coefficients may be extracted algebraically by Hermpolynomial reduction. It has also been
observed that a unitarity cut, viewed as the imaginary pkttt@loop amplitude, may be interpreted as
a Berry phase of the effective momentum space experiencéiaebiyvo on-shell particles going around
the loop [76]. The result of the phase-space integratiohus the flux of a 2-form given by the product
of the two tree amplitudes on either side of the cut.

2.3 GENERALISED UNITARITY

Generalised unitarity has become an essential tool in thgpatation of one-loop amplitudes over the
past two years. Analytic techniques have focused on gesatiahs to full QCD amplitudes with arbi-
trary internal and external masses.

Multiple cuts are well established as an efficient methodtiercomputation of one-loop ampli-
tudes [77]. The quadruple cut techniquel[78] isolates baffaents in the one-loop basis, reducing
computation to an algebraic procedure. Forde’s Laurerdsion technique [79] has been widely used
in numerical applications and has also been generalisdtetmaissive case [B0]. Further understanding
into the analytic structure has led to the interpretatiotheftriple cut[81] and double cut [75] in terms
of Cauchy’s and Stokes’s Theorem respectively.

D-dimensional cuts with generalised unitarity have alsonbagplied to analytic computations
[82] using the well known interpretation of the-dimensional loop integral as a massive vector [83,
84]. In contrast to numerical applicatioris [84| 85], thikwak for a direct computation of the rational
contributions without the need to compute quintuple cuts.

Although theD-dimensional cutting method is completely general, in saaees it is preferable
to use on-shell recursion relations for the rational tef8].[As long as a suitable analytic continuation
can be found which avoids non-factorising channels, ex¢tgrmompact analytic forms can be obtained
[33-35/87| 88]. Recently combinations of these technidua® been applied in the context Af +
24 productions [[36=37] and in preliminary studies wfproduction [89]. Since the methods are all
completely algebraic, they are particularly suitable fataanation with compact tree-level input taken
from on-shell recursion.

For massive one-loop amplitudes, the analytic structutedss understood than in the massless
case. In particular, the addition of wave-function and tadgontributions introduces complications, as
these integrals lack four-dimensional branch cuts in mdaorarchannels. A recent analysis proposes
computing tadpole coefficients from coefficients of higheint integrals by introducing an auxiliary,
unphysical propagator [90]. The original tadpole intedgsdahen related to an auxiliary integral with two
propagators, which can be treated by a conventional doulileRelations have been found giving the
tadpole coefficients in terms of the bubble coefficients dhlibe original and auxiliary integrals, and
the triangle coefficients of the auxiliary integrals. Theglrof these relations is accomplished with the
help of the integrand classification of [91].

Single cuts, used in conjunction with generalised cuttinggples, can be an effective method
for deriving full QCD amplitudes[[92]. A different singledt method, proposed as an alternative to
generalised unitarity cuts, relies on a “dual” prescriptfor the imaginary parts of propagators [93].

2.4 COMPACT ANALYTIC EXPRESSIONS FOR HIGGS PLUS TWO JETS

The program of completing the computation of all helicity@itudes forH + 25 production at Hadron
colliders as recently been completed. This allows for a nfaster evaluation (about 10 ms for the full
colour/helicity sum) of the cross-section previously &fale from a semi-numerical computation([8, 30].
A wide variety of the techniques listed above were emplogeenisure a compact analytic form.
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The calculation was performed in the large top-mass limiesgtthe Higgs couples to the gluons
through an effective dimension five operator. A complex RBifigld was decomposed into self-dua) (
and anti-self-dual ") pieces from which the standard model amplitudes can betrcmbsd from the
sum of ¢ and parity symmetrigp" amplitudes,

AH {pi}) = Ao, {pi}) + A(oT, {p}). (1)

Helicity amplitudes have been calculated using the stah8aromponent Weyl spinor representations
and written in terms of spinor products. Results are preseaohrenormalised in the four dimensional
helicity scheme.

2.5 Full analytic results

The full set of amplitudes collects together the work fromuanber of different groups which we sum-
marise below:

H — g999 H — qqg99
Helicity | ¢ o Helicity | ¢ | o
-—— | [B1] | [32] —++— | [B5] | [39]
+-———| [36] | [32] —+—+ | [359] | [39]
——++ [ B3] | [33] —+— | B7 | B2]
—+—+ | [34] | [34]

Table 3: The set of independesitand ¢! helicity amplitudes contributing téf + 25 production together with the references
where they can be obtained.

The analytic form of the four quark squared amplitude wassg@méed in the original semi-
numerical computatiori [30]. The helicity amplitudes foisthbrocess were computed in reference [35].
The results where obtained using 4-dimensional cuttinigrieies for the cut-constructible parts. Where
applicable on-shell recursion relations gave a compaatesgmtation of the rational terms. For the
most complicated NMHV configuration and the “all-minus” @igaration non-factorising channels in
the complex plane were unavoidable and on-shell recursesm et possible. In these cases extremely
compact forms were obtained from Feynman diagrams aftarfalimation from unphysical poles in the
cut-constructible part had been accounted for. It was éssém make full use of the universal IR pole
structure in addition to information coming from spuriouslgs in the logarithmic part.

This calculation relied on some non-trivial relations been terms in the amplitude:
e The rational terms in theégggg amplitude obey:

N; N,
R{Aﬁl;l(qﬁ? 19a29a39a4g)} = <1 - Ff + F) RNP((b? 19729739749)
12 (A0(6.15.20:30.49) — AP (61, 1.20.35.4,)) @

e The rational terms in theégqgg amplitude obey:
R{A£(¢7 1(77 2(]7 397 49) + Af(¢7 1(77 2(17 3g7 49) + A£(¢a 1(77 2(17 3g7 4g)}

=2 <A‘(10)(¢7 157 2(17 397 45]) - A4(10)(¢T7 157 2q7 397 4!])) (3)

e The sub-leading colour amplitudes in thh&;qgg amplitude are completely determined from the
leading singularities.
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The identities are strongly reminiscent of cancellatioasnsin SUSY decompositions of pure QCD
amplitudes except that they are broken by a universal fgmtoportional to the tree-leveb and ¢!
amplitudes.

As an example we present the colour ordered amplitude fomibst complicated “NMHV" con-
figuration in theH gggg channel[[36]. The Feynman diagram representation of thiglitude consists
of 739 diagrams with up to rank 4 tensor pentagon integratss [Eading colour amplitude is sufficient
to give the full colour information when summed over the ayppiate permutations, we refer the reader
to [36] for further detalils.

4 2 €
1
AG(H1727.3747) = —Ai°)<H,1+,2—,3—,4‘>Z:2<—5ﬁ1>
i=1 7,2
+ Fy(H,17,27,37,47) + Ry(H,17,27,37,47) (4)
where
AP (H 1T 27,3747 =
mi; (24)" (Alpp|1]3 Olpu 11
- * - NG
and
- 34 1 (3[pm[1]* (24)4m?
F. H71+72 ;37,4 :{ < + H W(g)
! )=\ Toras \ Glon 2 Blow MIRTAT 210 @l 3 Alpi 3

_ 5334 a _ < 2lpu|1]? (34)*my )W(2)
A1pu[2](1lps [4][23][34] 25134(2lpm [3)[34)[41] © 2s134(1pw[2](3|pm[2](41)

ol N (3lpa 1)
3 + 3 2 f PH 1 )
+2C3 19134 (17, 27,37, 47)I3" (miy, 512, 834) + <1 - 4Nc> <3124[24]2F " (s12, 5143 5124)

L L o)+ R ) - (1 T+ ) 5
[12][41)3lpr [2](B|pa[4] 1m , 25124(34)° 41> (24)3lpu[1]? »
( 25194 2A]1 F™ (512, 5145 8124) + < QO Bsml2 > Ly (s124, 812)
25124 (2;1%;3]@2[41]2 Ls (5124, 512) + (34)[41] (33124<34>?E‘§;];' (24)(3|py [1][42]) Loy (8124, 512)
S S S ~ S 2 2 ~
+<3’pH‘1](4 124(322[11;:;[4(5;’]21{‘1](2 Eh 24)Lo (8124, S12) — 2 123(2;{;2? 31] L3 (5123, 512)
+ (23>(34>3[é12]](4!p1{\1] Lo (5123, 519) + %ﬁl (5123, 12) > } + {(2 o 4)}. (6)

For convenience we have introduced the following combamegtiof the finite pieces of one-mads'™)
and two-mass hartF?™") box functions,

1 1m . 2mh L2 2mh . 2
WO = FY (553, 5345 5934) + FP (541, 5034, Mm%, 503) + F2 (519, 59343 534, M)

2 1m . 2mh L2 2mh . 2
W = FY(s14, 8345 8134) + FP (512, 5134, Mm%, 534) + F2 (503, 51343 514, M)

3 1m . 2mh o2 2mh . 2
WS = FY(s19, 5145 5124) + F (503, 5104, Mm%, 514) + F20 (534, 51243 512, M)

The bubble coefficients have been re-arranged into logariitmctions, L, = lz’sg%i) which have
smooth behaviour in the various collinear limits,

La(sit) = Lg(s,t)—ﬁ<é+%> La(sit) = Lu(s,t),
Lo(sit) = Lg(s,t)—ﬁ<§+%>  Lo(s,t) = Lo(s,1). )
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Representations for the scalar integrals can be found ifitdrature [94£-97]. The three mass triangle
coefficient was obtained from Forde’s Laurent expansiomcgalare [79],

3m el o —mj(K72)(34)°
Cifmama(17,27,3747) = 3, 2y(y +m2) (K1) (K23)(K74)(12) ®
Y=+ (PH,P1+D2) ¢/ N 1 1
whereK; = py, K2 = p1 + p2, and
K~ V’YK{‘ — K{Ky KoF = VK — K3KY
v’ - KiK3 - K{K3
V(K1 Ky) = Ky Ky £ /Ky K} - K2K3. 9)

The rational part (which incorporates the rationgl’ (47, 1+, 2=, 3=, 4~) amplitude derived in[32]) is

e g Ny | N (23)(34) (4lpm [1][31]  (3|pu[1]?
Ra(H,17,27,37,47) = {( N, +N> ( 33123<12>[2Ii][32] 81241[{42]2
(24)(34)(3[pm |1)[41]  [12]*(23)%  (24)(s23524 + 523534 + 524534)
38124812 [42] S14 [42] 3(12> (14> [23] [34] [42]
2lpu(1)@lpu (1]  2[12](23)[31]
SaiPABY 323 1[411[31>}+{(”4)}‘ 4o

Further study into the origin of the simplicity in the sulatiing colour amplitudes would be
interesting and may shed light on possible cancellatiorsher processe$ [98]. The full results for all
helicity configurations have been made availabletgi://mcfm.fnal.gov

3. A GENERIC IMPLEMENTATION OF D-DIMENSIONAL UNITARITY ﬁ
3.1 Introduction

Until recently, the computational bottleneck in next-#adiing order QCD calculations has been the
evaluation of the virtual part of the partonic cross sectibhe mainstream technology for evaluating one
loop integrals corresponding to one loop Feynman diagraamsken to project the contribution of each
individual Feynman diagram on a complete basis of scalatanagegrals that are known analytically.
There are many generic frameworks implemented that have besd the last years in very demanding
calculations (see for example [99-101] or the publicallgikable [102].

Alternative approaches based on unitarity have been eragl@xtensively in the past to re-
cover one loop amplitudes (see e.g.![38, 39]). Following aegalization of the unitarity idea to
quadruple cuts[[78] and a novel approach in reduction tHatval one to partially fraction numeri-
cally one loop integrals at the integrand level on a per pbage [[91], 103], the numerical evaluation
of one loop amplitudes using tree-level quantities as mdldlocks appeared to be possible and ef-
ficient enough to tackle processes with many final state psrtd&ince then there have been mainly
three approaches developed along the lines of numericattied with tree-level objects as building
blocks: the Black Hat approach [104, 105](based also onddaation method of [79], implemeneted
in [105)106]), the D-dimensional unitarity approach![88,/807| 108] (implemented in various indepen-
dent codes[[109-113] ) and the helac-1loop apprdach [1@3:1119] (implemented in [120]). All three
approaches have already delivered differential crossosector processes of prime phenomenological
importance([16=18, 26,111, 121-126].

In what follows | report on the progress of a generic impletagan of the D-dimensional uni-
tarity approach, emphasizing the particular points wheyamplementation differs from the published
mainstream algorithm.

SContributed by: A. Lazopoulos.
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3.2 The main algorithm and variations.

Within the framework of dimensional regularization, on®gointegrals are analytically continued in
D = 4 — 2e dimensions. The particular way one treats this analytidinaation with respect to the
degrees of freedon?), of the unobserved particles that circulate in the loop dsfthe regularization

scheme used. The fundamental idea of (generalized) D-diowel unitaritﬁ is the observation that the
amplitude depends ab in a linear way, when the loop is not purely fermionic:

APs = Ay + D, A, (11)
When the loop is purely fermionic, the colour-ordered amoglé is just proportional ta”s/2:

ADs = 9Ds/2 (12)

The strategy is to evaluaté”s numerically for two integer dimension®;, extractA, and A;.
The full D, dependence ol is then recovered and the amplitude can be evaluated inghérezation
scheme of preference.

The lowest values oD, one needs to accommodate fermionsage= 6 andD, = 8. Then

8 A6
Ay =4A% —34% A, = % (13)

Choosing the FDH schem&( = 4), the amplitude takes the form

AFPH =245 — A% (14)

One would now normally set up two OPP systems, to evald&tand A® using the correspond-
ing residues throughout. Instead, thanks to the lineafith® OPP system, one can evaluate dir&:tly
AFPH The residues that appear on the left hand side of the OPRi@usiavould now correspond to the
difference2A9|,.s — A8|res. Potential cancelations between the two contributionschvtvould have
propagated in the coefficients of the OPP system, are novepted.

The residue of the amplitude with respect to a given multipilias recognized [107] to be a product
of tree-level amplitudes sewn together with a sum over Eation states of the particles corresponding
to the cut propagators:

AP g = Y (@t MM w)2) ()2 MP2w)3) (@ MPNH ) (15)
ALy AN

wherewﬁ is the wave function of the cut particle (eg. a spinor for arfien or a polarization vector
for a gluon) corresponding to helicity’. The tree level amplitudes are obtained via the Berend&Gie
recursion relation. This, in effect, means that the currI{fjt: ﬁ} MH1#2 js evaluated numerically and
then multiplied by the external wave functi@iq}g to get the amplitude as a complex number. A rather
trivial but vastly simplifying observation is that one caarform the polarization sums iV — 1 of the

cut propagators and use the spin projectors to join the Bisr&iele currents. We then have

Jlgl;v:—ll - jk—lvk;ﬂkM‘ukukH jk—Lk;uk = Jllfj—l,kDVvﬂk (pk) (16)

with D, ., (p;) the spin projector for the cut particlecarrying (loop) momenturp;,. This transforms
the multiple sum of ed._15 in a single sum over the polarizaitates of a single cut particle. One can

®This is not meant to be a complete, or even, a stand aloneipésieof the D-dimensional unitarity algorithm. The reade
that is not familiar with the details or the formalism, cardfitmem in [84], 85,107, 108]
"One can, of course, choose the scheme of ones preference.
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see this schematically as a ring with a single polarizatiom,ssimilar (but not identical) to the way the
calculation of residues is organized in the approach of [123 a side remark, choosing to sum over
polarization states of another propagator would provideratnivial numerical test for the evaluation of
the cut.

Regarding the computational burden of evaluating thematipart in extra dimensions, it is clear,
from the representation of the Dirac algebrasiand8 dimensions, and the fact that the loop momenta
chosen are always restricted Aaimensions, thati®|,.; = A%|,cs + Asym. In particular, in terms of
the rings described abové?|,., = > on=s.ns,. Bn whereh$, .. = 6 when the cut line is a gluon, and

rS .. = 8 when the cut line is a fermion. Obviously it is advantageausut a gluon line when this is

max

possible.

3.3 A note on numerical stability

Since D-dimensional unitarity involves pentuple cutssiekposed to a direct criticism regarding the
numerical stability of the method, not only as far as the wlakion of the rational part is concerned,
but also in connection to the cut constructible part, whichpther methods, is evaluated in strictly
four dimensions. In particular, pentagon coefficientsyyéag inverse Gram determinants up to the fifth
power, are potential sources of precision loss in phaseespaiaits that are close to configurations with
co-planar momenta. The detection of such problematic paiah be achieved with either comparing
the evaluated pole coefficients (in aexpansion of the amplitude) with those known from anaiftic
formulas, or by checking redundant individual OPP systemngdnsistency. Both methods are used in
the implementation described here.

The percentage of such problematic points depends on thberuand type of external particles as
well as the particular phase space cuts imposed. The mest dittitude towards this issue (aside from
just discarding those points) is to evaluate them in dodblgble @2 digits) or quadruple @4 digits)
precision using libraries available in the literature. B¥kough the percentage of problematic points is
always less thaf%, the exact rate matters, since the penalty in terms of cpe piaid for the increased
precision arithmetics can reach a factor160.

An alternative approach that drastically increases pi@tifor the cut constructible part of the
amplitude (without losing information necessary for théagal part or evaluating extra residues) and
slightly improves the behavior of the rational part is désed in detail in[[127]. The basic idea is to
separate the pentagon contributions throughout the ORPrsya another, separately solved system of
equations. The remaining system contains the four-dinoeasiOPP system for the cut-constructible
part. Moreover, the factorized pentagon coefficients cambeipulated easily, taking care to avoid
numerical cancellations.

3.4 Summary

The present implementation of D-dimensional unitarityeistricted to amplitudes relevant for NLO QCD
calculations with massless patrticles. In terms of coloeced primitives, the full gluonic primitive, prim-
itives with one or more fermion lines and primitives with st fermion loops are all implemented and
checked either by verifying their singularity structureamainst published results. The implementation
is independent of the number of external particles. Furtletails about primitives not available in the
literature will be given in a forthcoming publication. Themerical stability of the algorithm is enhanced
since the effect of large pentagon coefficients is reducedlrber of modifications from the main algo-
rithm that were described above, help to improve the acguagonell as the computational complexity
of the method.
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4. ANALYTICAL CALCULATION OF THE RATIONAL PART OF 1-LOOP AMP  LITUDES:
THE R2 CONTRIBUTION f

The automatic computation of beyond-leading-order amgdis for processes involving multiparticle
production in the framework of theU(3)c x SU(2)w x U(1)y Standard Model (SM) of interactions,
is one of the goals of the present developments in Theot&thogsics at High-Energy Colliders. The de-
mand for (at least) NLO predictions for partonic processesn established issue [128], since processes
with many external legs (jets) are expected at the LHC|[12@]] O predictions can suffer of uncer-
tainties, like renormalization and factorization scal@aeledencies, which can increase with the number
of external legs. Thus, recently, some of the current avlMatrix-Element MonteCarlo (MC) event
generators, such as HELAC/PHEGAS [130] and SHERPAI[131]], 182d even by the experimental
community in the prediction of inclusive and exclusive atvables of interest, have been interfaced with
proper codes for the automatic evaluation of 1-loop comeactontributions([120, 123]. This work has
just started, and, even if it has already allowed to get #teal predictions for most of the specific pro-
cesses and sub-processes suggested by the 2007 Les Hoisdties [8], has not yet achieved the stage
of a completely automatic and systematic evaluation.

Even if interesting results (see e.g.[14]) have been obthalso in the context of the traditional
Passarino-Veltman reduction technique [133], many of tethods recently developed for the evaluation
of virtual contributions at NLO[[134], that have pushed d¢aliprogresses in this field, are based on Uni-
tarity arguments [77, 135, 136]. Due to the unitarity of then&trix, it is always possible to express any
1-loop amplitude, for any given number of external legs, #isear combination of 1-loop scalar func-
tions up to 4 external legs (boxes, triangles, bubbles arehtaally, tadpoles), i.e. the cut-constructible
(CC) part, plus a residual piece, called the rational pajt §hce libraries for the evaluation of these
well-known scalar integrals exist [€6,/97], the problem efetmining a 1-loop amplitude is reduced to
the one of determining the coefficients of the combinatiod ahevaluating the residual piece. One of
the methods developed so far for the determination of theséicients is the OPP reduction [91]. Ac-
cording to it, the coefficients of the expansion of the ampli in terms of scalar integrals are obtained by
working at the integrand level in a completely algebraic waglipendently of the theory of interactions
at hand, i.e. the method can be applied to any renormalizzhlge theory. Both massless and massive
particles can be included in the loop. The method does nafinedp introduce any additional integer
dimension beyond the four we are used to consider in spesatiity.

As for the residual piece, in the OPP framework, two kinds aieRns have been recognized,
denoted byR; and Ry, respectively[[114]. The&R; terms come essentially from the D-dimensional
dependence of the denominators appearing in the integanti$oop amplitudes, when one applies a
dimensional regularization procedure (working in 2+ ¢ dim.) to calculate the amplitudes themselves.
In fact, in the OPP reduction procedure aimed to obtain thep@ the denominators are treated as 4-
dimensional, by neglecting their D-dimensional dependentheR; terms, instead, come from the
e-dimensional part of the numerators.

In the OPP framework, th&; contribution can be reconstructed at the same time of the CC
part, without needing to know the analytical structure & #mplitude, i.e. the contributing Feynman
diagrams. In other words, to build the CC part and aepart of the amplitudes, it is enough to know
the numerator of the integrand in four dimensions as a nwalkfiinction of the loop momentuy and
this numeratorV (¢) can already include the sum of many contributions, cornedjppg to different loop
particle contributions, given a fixed structure of exteriegls.

On the other hand, the numerical knowledgé\af;) is not enough to extrapolate thelependence
of the numerator, i.e. thB, terms have to be calculated separately. The strategy wedumyged so far
to build R5 is based on the consideration that the divergencies apgeiaritheR, integrands that have
to be regularized have a completely ultraviolet (UV) nat[#&7]. Thus, irreduciblek, contributions

8Contributed by: M.V. Garzelli and I. Malamos.
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up to four external legs are enough to build the tdtalfor processes with any number of external legs.
Since the number oR, building-blocks is finite, it is possible to write them in tifierm of effective
Feynman rules, derived for each of the theories of partitleractions at hand. We have first derived
these Feynman rules in the framework of QCD, where the nummidaevolved particles is relatively low,
thus only a few effective vertices exist [118]. We have pded these rules both in the 't Hooft-Feynman
gauge and in the Four Dimensional Helicity (FDH) scheme clhs a particular case of the previous
one, corresponding to selecting only a part of the ratioz@hs € is set to 0 before integration). The rules
have been derived analytically by using FORM [138,139]. \&eehthen extended the list of effective
Feynman rules, by adding the ones for 1-loop QCD correctiofdectroweak (EW) amplitudes, the ones
for EW corrections to QCD amplitudes and, finally, the onesE@/ corrections to EW processes [119].

We have tested our analytical results, by considering thetfeat R, is not gauge invariant by
itself, but the sunR,+R3 has to fulfill this constraint, i.e. a given set of Ward idées [140] has to
be satisfied. We have derived these Ward identities in thmdtism of the Background Field Method
(BFM) [141,142]. We have derived analytical formulas &y terms up to 4-external legs, and we
have verified that the suni®,;+R, satisfy the Ward identities. This can be considered a nigiaitr
test, since the analytical expressionsRof effective vertices are in general much more complicated,
by involving many terms, with denominators including diffat combinations of the momenta of the
external particles. It is worth mentioning that, at the aifrcalculatingR; for an arbitrary process, it
is not possible to apply a procedure, based on Feynman medogous to the one used to calculate
Ra, since, in case of many external legs, one cannot relRpoontributions up to 4-external legs only.
Furthermore, the analytical structure of tRe terms becomes soon very complicated by increasing the
number of external legs, thus, in general, it is easier taged with a numerical evaluation Bf;.

As an explicit and simple example of the procedure we havetadoto derive th&k, effective
Feynman rules, we detail the calculation®$ coming from the gluon self-energy. The contributing
diagrams are drawn in fifg] 2.

As for the ghost loop with 2 external gluons, we can write thenarator as

2
N(@) = g % 0 (0 + ). )
(2m)
In the previous equation, dimensional regularization suased, so that we use a bar to denote objects
living in D = 4 + ¢ dimensions. Notice that, whena-dimensional index is contracted with a 4-
dimensional (observable) vectoy, the4-dimensional part is automatically selected. For example,

g-v=(q+q-v=q-v and b=70" =b, (18)

where we have used a tilde to represedimensional quantities. Singg andu. are external Lorentz in-
dices, that are eventually contracted with 4-dimensioxiraal currents, thei-dimensional component
is killed due to ed._18. Therefor®: = 0 for this diagram, being the-dependent part of the numerator
N (¢, q,¢) = 0. With analogous arguments, one easily shows that ghoss Ineger contribute t®,,
even in case of 3 or 4 external gluons. This is not only the c&€¥CD ghosts, but even the one of EW
ghosts that enter EW loops. In general, loops of ghost pestigive instead a hon-vanishing contribution
toR;.

The contribution due tdV; quark loops is given by the second diagram ofiflg. 2, whose natme
reads

2
N(g) = —JWNf%% Try" (G + mg)y"2 (l + b+ mq)] (19)

where the external indiceg; and uy have been directly taken in 4 dimensions. By anti-commuting
~#2 and ¢ and using the fact that, due to Lorentz invariance, odd pswér do not contribute, one
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Fig. 2: Diagrams contributing to the gluon self-energy.

immediately get the result

2
~ g "
N(q2) = @ Nf 5a1a2 gu1u2q2 . (20)
Eq.[20, integrated with the help of the eq.
~2 i i — Di 2
/dan?D' = 5 {mf—km?—w} +O(e) , (21)
]

whereD; = (p; + §)> — m?2, gives the term proportional & in the 2-point effective vertex of fifl 3.

p

mm% Z..921\[001 p2 2
141,01 142,02 T TAgp2 (ma [79’”“2 +Anv (gmmp _p’”p“z)
Ny
+Ncol (p2 B 6m3) 9#1#2}

Fig. 3: R2 gluon-gluon effective vertexAzyv = 1 in the 't Hooft-Feynman scheme andry = 0 in the FDH schemeN,,,; is
the number of colors and; is the number of fermions running in the quark loop.

The effective rules providing the QCD NL®; corrections have already been implemented in a
numerical code based on tensor reduction [143]. Furtheznrtbey have been used in a unitary context
by the HELAC-NLO system, in the study of NLO processes fike— ttbb [16] andpp — ttH, with the
Higgs boson subsequently decayingbrf144]. At the purpose of calculating the tofaj contribution to
a physical process, these Feynman rules have to be corsioletbe same footing as the standard ones.
The only constraint in using them is that in each tree-leikel ¢éffective Feynman diagram contributing
to Ry, one and only on&,, effective vertex has to be included.

One of the advantages of the incorporation of the Feynmaes nwe have derived, in numerical
codes for the evaluation of SM amplitudes at NLO, is the fhat the CPU time needed to complie
becomes, in practice, very low. This is important if one ¢dess that, by using other codes based on
Unitarity or Generalized Unitarity methods, such as Blatii05] and Rockef [109], the time necessary
for the computation of R is comparable or even longer thartithe necessary to derive the CC part of
the amplitude. In particular, it is interesting to observattwhile all these methods retrieve the CC part
of the amplitude in more or less similar ways, the procedotauild R is very different. In the framework
of the Generalized Unitarity techniques [84, 85], for imste, the rational terms are calculated using the
same reduction procedure used to calculate the CC part aitipditude, at the price of working in more
than 4 integer dimensions. If, from one hand, this is an elegalution allowing to treat in a unified way
the CC and R part, on the other, it requires to work in a numbarteger dimensions larger than 4, and,
thus, to introduce e.g. proper spinor representations irertian 4 dimensions and so on.

We think that in general the R part of the amplitudes desemvee attention, since at present it
is the less understood part of the 1-loop virtual correjand a careful comparison between different
methods to obtain it could help in the attempt of better usideding the nature and the origin of the
rational terms and to improve the computational stratefgieslculate them.
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5. RECENT DEVELOPMENTS OF GOLEM [
5.1 INTRODUCTION

The ability to calculate processes with multi-particle fistates beyond leading order will be a necessary
requirement to describe the signals and backgrounds witle@gion that allows to study new physics
at the LHC [1+3, 145]. One of the challenges of next-to-legdirder (NLO) calculations is the numeri-
cally stable evaluation and integration of the virtual ectrons. Both the development of new unitarity
based methods and the improvement of traditional methoslsthan Feynman diagrams have led to new
results for NLO predictions, as reported by several gromphése proceedings. We want to stress the
importance of automatisation for such computations, aditices the time spent on a single calculation.
Moreover, automated NLO programs can be combined withiagisbols for tree level matrix element
generation and phase space integration via a standarthogethus providing flexible NLO tools which
can be made publicly available.

The Golem approach to the calculation of one-loop matrirnelets can be summarised as a Feyn-
man diagrammatic expansion of helicity amplitudes with miseumerical reduction of the tensor inte-
grals [102], 146]. This method produces a fast, analyticasgmtation for the matrix element and works
for processes involving massive and massless particles. algorithm for the reduction of the tensor
integrals extracts all infrared divergences analyticallyerms of triangles; its implementation, which is
described in Section 5.2, switches between the analytigctamh of tensor integrals and their numeric
evaluation; this is a special feature of the Golem approdtictwpreserves numerical stability in phase
space regions of small Gram determinants. Working entingtii Feynman diagrams, we generate the
rational terms of an amplitude at no extra cost together thighcut-constructable parts.

Section[5.B describes our current implementation of theef@amethod and in Sectidn 5.4 we
present results which have been achieved recently usinfpoualism.

5.2 Reduction of Tensor Integrals withgol enB5

In [146,147] we describe an algorithm for the reduction oédoop tensor integrals which works for
an arbitrary number of legs, both massive and massless.algosithm has been implemented as a For-
tran 90 library,golem95 , for integrals with up to six external momenta [102] and nessspropagators.

The algebraic reduction of higher rank four-point and thpeet functions to expressions con-
taining only scalar integrals necessarily leads to inv€ssEm determinants appearing in the coefficients
of those scalar integrals. These determinants can becdoiteadly small and can therefore hamper
a numerically stable evaluation of the one-loop amplitudgur algorithm avoids a full reduction in
phase space regions where a Gram determinant becomes Bnthkse cases the tensor integrals, cor-
responding to integrals with Feynman parameters in the natore are evaluated by means of numerical
integration. The use of one-dimensional integral repriegems hereby guarantees a fast and stable eval-
uation.

We have recently extended the libragplem95 to the case with internal masses. All infrared
divergent integrals have been implemented explicitly. tRerfinite boxes and triangles, LoopTodls [148—

®Contributed by: T. Binoth, G. Cullen, N. Greiner, A. Guffarit.-Ph. Guillet, G. Heinrich, S. Karg, N. Kauer, T. Reitér,
Reuter, M. Rodgers and |. Wigmore.
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150] needs to be linked. This “massive" version of the golgii®ary is currently in the testing phase
and will be available shortly dappweb.in2p3.fr/lapth/Golem/golem95.html

For integrals with internal masses, the option to evaluageténsor integrals numerically prior to
reduction in regions where the Gram determinant tends to, zerot yet supported. However, one-
dimensional integral representations valid for all poeshinematic configurations are under construc-
tion.

5.3 Towards an Automated One-Loop Matrix Element Generator

We have implemented the Golem formalism into a one-loop imatement generator based on helicity
projections of Feynman diagrams. This program, currerdéijed golem2.0 , has been successfully
applied in the calculation of the procegs — bbbb, which is described in Sectidn %.4. A future version
of our matrix element generator will support the standatdrfiace to Monte-Carlo tools [24]. Using this
interface, a seamless integration into existing Monte @&rbls becomes possible.

The implementation in form of a Python package uses QGréf][icbgenerate all tree and one-
loop diagrams for a given process. On top of the Standard Mode package supports the import of
model files in the CompHEPR [152] table format; an interfachwieynRules [153] is currently under de-
velopment.

The output of the diagram generator is simplified algebthiazsing Form [138] and the Form
library spinney [154] which adds the required functionality for maniputafihelicity spinors. We use
this library at many places in the simplification procesghsas

¢ the translation from QGraf to Form. The elements of a spimaircin QGraf are not generated in
the order in which the elements appear along the fermion linstead, the correct order can be
restored by considering explicit spinor indices agijft) .

e the application of flipping rules [155, 156] for the correadtment of fermion number violating
interactions as in models containing Majorana fermions.

e carrying out the numerator algebra. We use the 't Hooft{Walh scheme and dimension splitting
for dealing with ann-dimensional numerator algebra. The relevant formulaes ieen worked
out and implemented ispinney .

e the contraction of Lorentz indices by means of Chisholmfities. These identities have originally
been formulated for Dirac traces but have been extendsgimmey to the case of spinor chains.

After the simplification by Form, each diagram of a helicitp@litude is expressed entirely in terms of
spinor products, model parameters and integral form fachsrdefined igolem95 . Diagrams con-
taining four-gluon vertices are represented as a sum oueucsubamplitudes. This representation is
in principle suitable for numerical evaluation but we ogmthe expression in several steps to improve
speed, size and numerical stability of the resulting Farseogram. First of all, our Form code fac-
tors out coefficients common to all terms in the diagram ambdtuces abbreviations for products of
spinor products.

In the next step we use the optimising code genetaggies [157] for generating efficient For-
tran 90 code for each diagram. The progrhaggies combines a multivariate Horner scheme [158]
and common coefficient extraction [159] with common subegpion elimination and a linear search
strategy for variable allocation [160]. Its built in typeettker allows one to build up expressions from
different built-in and derived data types. The combinatifrthese strategies optimises an expression
with respect to the number of multiplications and functi@ilrequired for its evaluation. As an ex-
ample, we consider the hexagon diagram in Figure 4: the Faripub consists of 535 terms for one
specific helicity amplitude, requiring 1100 multiplicati® for its evaluation. The program generated by
haggies evaluates the same expression using 585 multiplicati@ving roughly fifty percent of the
required operations. Similarly, we process the sum of th&& diagrams contributing gy — s3bbg
(See Fig[#, right). One of the non-vanishing helicity atygles would require 12,279 multiplications
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and 5,128 additions before optimisation, wherdeaggies produces a program that evaluates the result
with only 2,166 multiplications and 687 additions, savingrenthan 80% of all arithmetic operations.

The programhaggies works independent from the input and output language andris flex-
ible in the output format. Its design incorporates the gabtsi of writing code for object oriented
programming languages, even if they do not support opecatentoading. The program is therefore well
suited for many problems both within and outside high engrlysics. It is publicly available under
http://www.nikhef.nl/"thomasr/download.php

In the code generated Igolem-2.0 , the one-loop integrals are evaluated by gfodem95 li-
brary. Its internal, recursive structure uses a cache foirg} function evaluations which are required
in different form factors belonging to the same diagram togp. We improved the performance of the
numerical evaluation of the one-loop amplitude further blating diagrams of which the loop propa-
gators are contained in the set of loop propagators of analilagram. The form factors of the most
difficult diagram of one topology can be reused for all pintideagrams of the same topology by using
the internal cache ajolem95 .

Besides the numerical code, the package is also capablediiging a description of the process
in IATEX including all contributing Feynman diagrams drawn withadraw [161] combined with an
implementation of the layout algorithm proposed/[in [162¢€¢S-igurd 4). We also plan to provide an

Fig. 4: Three diagrams contributing to different subpreessofpp — ssbb at NLO in QCD. The diagrams have been drawn
automatically bygolem-2.0  using ETpX and AxoDraw [161].

interface to OPP like tensor reduction algorithms| [91) 1@Bgre our program provides the numerator
function N (¢, ¢%) of diagrams or subamplitudes. Since our approach treatsutmeraton-dimensional
it provides the fulli? dependence which can be used for the reconstruction of tiemahtermR;.

5.4 The quark induced case opp — bbbb

For Higgs searches in many models beyond the Standard MB&&l), processes with high multiplic-
ities of b-quarks in the final state become relevant. For example, &mgeIpart of the parameter space
of the Minimal Supersymmetric Standard Model (MSSM), tlyhtiHiggs boson decays predominantly
into bb pairs. This opens up the possibility to measure/thél coupling at the LHC through the pro-
cessgg — H — hh — bbbb. Experimental studies show, however, that such a measatenaild
be extremely difficult, primarily due to the overwhelming Q®ackground[[163]. Another example
where thebbbb final state becomes important are hidden valley models wherdecay of exotic hadrons
leads to high multiplicities of-quark. The precise knowledge of thib final state within the Standard
Model is therefore an important factor for the success ofehmeasurements. The calculation of the
NLO corrections im, reduces the scale dependence of the prediction and theigreatly improves the
precision of this prediction. Here, we present the calatadf gg — bbbb with ¢ € {u, d, s, c}, which

is a subprocess of the reactipp — bbbb.

For the calculation of the virtual part of the amplitude wedapplied the setup as discussed in
Section[5.B. We have confirmed it by an independent impleatient based on FeynArts and Form-
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Calc [148] and a symbolical reduction of the tensor integtal scalar integrals using the formalism
described in[[146].

The real corrections and the Born level amplitude as welhaghase space integration of all parts
have been computed with MadGraph, MadEvént [164, 165] andNfmle [166] and independently
using an adapted version of Whizatd [167]. In both casesnfrared singularities are treated by the
subtraction of Catani-Seymour dipolés [168] with the imnments suggested in [169].

For all parts of the calculation we have used two indepenitepiementations. Additional checks
such as the cancellation of the infrared divergences, therstries of the amplitude and the indepen-
dence on the slicing parameter in the dipoles [169] have pedormed in order to ensure the correctness
of our results.

Figure[$ shows some results obtained for the LHC. We use aezefimass energy of/s =
14 TeV and impose the following cuts on transverse momentum, itgaad separatiom\ R(b;, b;) =

V(AD;)? + (Any):

pr(b;) > 30 GeV
In(b:)| < 2.5 (22)
AR(bl, bj) > 0.8

Before cuts the{ algorithm [170] is applied to decide if the extra gluon in tleal emission part of
the process can be resolved. In the case of an unresolved glaanomentum of the mergeéey-pair
Py, + pg IS used as the momentum of thget. For the initial state we convolve with thg d, ¢ and
s-quark parton distribution functions of the CTEQ6M set [[lWith two-loop running ofa;, for the LO
and the NLO part of the amplitude. We work in the limi, = 0 andm; — oo.
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Fig. 5: pp(qq) — bbbb + X at the LHC (/s = 14 TeV). (left) The dependence of the cross-section on the rerlmatian
scaleur = zpo at fixed value of the factorisation scale: = 100 GeV. (right) Invariant massis,,) distribution of the two
leadingb-jets (see text). The error bands are obtained from a vanatf the renormalisation scalez betweenuo/4 and2uo

with po = . p2.(b;). The dashed line shows the LO prediction fof = 1i0/2.
ith JQTJhdhdl'h he LO predicti

The left plot of Figurd b shows the dependence of the totadsss®ction on the variation of the
renormalisation scale while the factorisation scale isdigeur = 100 GeV. The NLO curve clearly
shows the expected improvement of the scale dependencea piilteau region around a central value of

110/2, whereyo has been defined a8 = />, p7.(b;).
The right plot shows the invariant mass distribution of tbadin@ two b-jets. The error bands

obtained from a variation of the renormalisation scale i ithterval uo/4 < pr < 2po confirm the
expected reduction of the renormalisation scale depemdenc

10 4eading” is defined in terms of an ordering with respecpta(b;).
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CONCLUSIONS

We have reported on the recent progress of the Golem colifibor We have started the development of
a one-loop matrix element generator, calgllem-2.0 , based on the Feynman diagrammatic expan-
sion of helicity amplitudes. This program has now been usgatdvide results for the ordet, virtual
corrections of the amplitudeg — bbbb. We have combined this program with MadGraph/MadEvent
and Whizard to obtain a complete next-to-leading orderltdeuthis process. The calculation of the
remaining channels gfp — bbbb + X is in preparation.

The one-loop integral librargolem95 has been extended to the case of massive loop propa-
gators, which is necessary for many Standard Model proseddereover, together with the interface
betweergolem-2.0 and Feynman rule generators such as FeynRules and LanHEP\& &xtended
the applicability of our programs to BSM physics.

We focus on making the matrix element generagjotem-2.0  publicly available as a plug-
in into existing Monte Carlo event generators, using the Hesiches standard interface for one-loop
programs([24], which should be accomplished within the sextmonths.

Our recent work demonstrates the potential of Feynman amgrand the ability of our approach
to handle processes with up to six external particles effiieand in a highly automated manner and
gives confidence that even higher particle multiplicities w&ithin reach.
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6. COMMON NTUPLE OUTPUT FORMAT FOR NLO CALCULATIONS
6.1 INTRODUCTION

Next-to-leading order (NLO) is the first order in perturlvatiQCD at which the normalizations, and
in some cases, the shapes, of cross sections can be codsidiable. As has been reported in the
proceedings of this workshop, there have been great advamdiee NLO calculations of processes with
multi-parton final states. From an experimental perspecthe ideal situation would be to have the NLO
matrix elements interfaced to a parton shower Monte CarntofaBthis interface has been implemented
only for a limited number of processes. It is important toidewechniques to allow this to be done for
any NLO calculation, such as proposedlin [173].

In the absence of a complete implementation of parton shog/@nd hadronization for all NLO
processes, it is still useful to examine the predictiongnfildLO calculations, at the parton level. A
number of NLO authors have made public code available faor gnegrams; for example, a large number

HContributed by: J. Campbell, J. Huston, P. Nadolsky, FeRilng, P. Uwer and J. Weng.
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of processes have been collected in MCEM |174]. There stitiain, however, a number of important
calculations for which no public code is available. In ligiilagublic code, the authors can make parton
4-vector results from their calculations available. Imfiation from any decay products (such as from
W and Z bosons) can also be stored. Even for processes fohvliolic code is available, it is still
often useful to store the parton level event information.ofiwenient approach for this type of storage is
ROOT [175]. ROOT allows for data compression, indexed axtespecified events, immediate plotting
of the variables, in addition to having wide acceptance édkperimental community. ROOT is one of
the output options in MCFM, through the FROOT subroutinevigled by Pavel Nadolsky. The format
allows for the storage of all parton 4-vectors, the totalnéweeight, the event weight by the initial
state partons, and the event weights for the parton disimiberror PDFs. The latter makes it easier to
calculate the PDF uncertainty for any observables, at tperese of additional storage space.

In this short contribution, we would like to generalize thR®OT format, in order to provide a
semi-official standard for NLO output. This is generally qmatible with LHEF2.0[[176], but is much
simplified, as less information is required. We also provitet+ classes to read and write the ntuple
to disk, which shields the user from the technical detailshef ROOT interface. At this workshop a
standardized interface, the Binoth Les Houches Accordydseth Monte Carlo and one-loop programs
was developed [24]. However, this interface is not direaphplicable to the NLO event storage problem
that we are addressing here.

6.2 NTUPLE STRUCTURE

The ntuple structure in ROOT tree format is shown in Table AanBhes are available for the following
information:

e 4-vector information for the initial and final state partpns

e the momentum fractiong; andx, and PDG identification codegll andid2 of the incoming
partons;

e factorization and renormalization scales;

¢ total event weight;

o there is provision for additional user-specified weightbécstored, for example for specific initial
states;

o the event weights for a set of error PDFs;

e a unique event number, as well as event pointers are protidadllow relations between events
to be stored.

Event relations (realized by pointers, see above) can ki tmeexample, to associate each gener-
ated real emission event with its counter-events resuftonmg Catani-Seymour dipole subtractions [168].
This allows the possibility of treating these events, witielve potentially large cancellations between
them, together, e.g. for more easily calculating the stesiserror for the full sample, or any sub-
set. Such relations could also prevent the inadvertentigéimh of an event without its corresponding
counter-events, for instance due to incomplete readingRDOT tree.

All floating point variables are presently defined in doublegision, since in most NLO calcula-

tions double precision is used per default. They could atsatbred in single precision, which would
save a factor of roughly two in disk space for the produceelstre

6.3 C++ IMPLEMENTATION

A set of C++ classes has been written for convenient inptpldwf the above described ROOT trees.
ClassLhaNLOEvent provides a container for the event information to be storéde data members
correspond to the Ntuple contents per event. Member fumetawe provided which set or get the event
information. An example for storing the event informatieshown below
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Table 4: Variables stored in the proposed common ROOT niieut.

ROOT Tree Branch

Description

Npart/| number of partons (incoming and outgoing)
Px[Npart]/D Px of partons

Py[Npart]/D Py of partons

Pz[Npart]/D Pz of partons

E[Npart])/D E of partons

x1/D Bjorken-x of incoming parton 1

x2/D Bjorken-x of incoming parton 2

id1/1 PDG particle ID of incoming parton 1

id2/1 PDF particle ID of incoming parton 2
fac_scale/D factorization scale

ren_scale/D renormalization scale

weight/D global event weight

Nuwgt/I number of user weights
user_wgts[Nuwgt]/D user event weights

evt_no/L unique event number (identifier)

Nptr/l number of event pointers
evt_pointers[Nptr]/L event pointers (identifiers of related events)
Npdfs/I number of PDF weights

pdf_wgts[Npdfs]/D PDF weights

LhaNLOEvent * evt = new LhaNLOEvent();
evt->addParticle(px1,pyl,pzl,EL);
evt->setProcinfo(x1,id1,x2,id2);
evt->setRenScale(scale);

Another classLhaNLOTreelO is responsible for writing the events into the ROOT tree and
outputting the tree to disk. In addition to the event-widelimation global data such as comments, cross
sections etc can be written as well. An example is shown helow

LhaNLOTreelO * writer =
writer->initWrite("test.root”);

new LhaNLOTreelO(); // create tree writer

al comments
b”);

writer->writeComment("W+4 jets at NNLO”); // write glob
writer->writeComment(”total cross section: XYZ+/-IJK f

writer->write Event( *evt); // write event to tree (in event loop)

writer->writeTree(); // write tree to disk
Similarly, a tree can be read back from disk:

LhaNLOTreelO * reader = new LhaNLOTreelO(); // init reader
ierr=reader->initRead("test.root");
if (lierr) {
for (int i=0; i< reader->getNumberofEvents();i++) {
event->reset();

ierr=reader->readEvent(i, * event);

27



It is important to note that the details of the technical ieméntation of the tree and in-
put/output using ROOT are shielded from the user, who ioteranly with theLhaNLOEvent and
LhaNLOTreelO classes. The only requirement is that the ROOT librariegpeseided when the pro-
gram is compiled.

6.4 EXAMPLE

The aforementioned classes were interfaced with the C+¢ émdcalculating the NLO cross section

for the production of a top-antitop pair in association wdthe extra jet at the LHC from _[17[7, 1/78].

Ntuples were produced for the leading-order (LO) contidnutof the ttbar+jets process at a centre-of-
mass energy of 10 TeV. The file size is of the order of 0.1 kitebievent (no PDF weights or event
relations were used in this test, which would lead to biggenesizes).

The results were compared in leading-order with MCFM, udR@OT trees produced with the
FROOT package. MCFM was set to calculate the inclusive tthass section at NLO. The comparison
was made for the region of phase space where a third partawdsiped in addition to the top-antitop
pair (a cutpr > 20 GeV was applied on this third parton). In this configuration thepat of the two
programs (TTJET LO vs MCFM NLO) should be identical, whicltamfirmed by Figurél6.
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Fig. 6: Comparison between the LO contribution to the ttpetrprocess, as calculated [n [177.178] (TTJET), and the NLO
calculation of the total ttbar cross section as calculated CFM. A cut on the existance of a third parton wjth > 20 GeV

is applied in both cases, such that the predictions are cahblga Shown are ther (top left), invariant mass (top right) and
rapidity of the ttbar system (bottom left), as well as the dfRaeen the top and the anti-top quark (bottom right).

6.5 CONCLUSIONS

A common Ntuple output format for NLO cross section caldolacodes based on ROOT trees has been
proposed. It allows to make parton level 4-vector resultSioD calculations available even if no public
code exists, and thus constitutes a valuable tool for exghdetween theorists and experimentalists.
The information provided in the Ntuples is essentially a-sabof the Les Houches Event Format LHEF
which is sufficient for applying cuts, plotting distributie etc. The interface can be easily adopted by
many of the existing NLO codes.
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In the future, a conversion tool between an LHE file and thephtfiormat described here could
also be provided. Another possibility for an extension @ gresent proposal would be the storage of
event weights for different renormalization and factoti@a scales, if the NLO programs were set up to
provide this information. The source code is available ffa@8].

7. FIRST STEPS TOWARDS A DUALITY RELATION AT TWO LOOPS
7.1 INTRODUCTION

The duality method provides a method to numerically computdti—leg one—loop cross sections in
perturbative field theories by defining a relation betweea-éoop integrals and single phase—space in-
tegrals[[93,180,181]. This is done by properly regulagzomopagators by a complex Lorentz—covariant
prescription, which is different from the customa#yi0 prescription of the Feynman propagators. The
duality method is valid for massless as well as for real ani@i massive propagators and can straight-
forwardly be applied not only for the evaluation of basic -eloep integrals but also for complete one—
loop quantities such as Green’s functions and scatterimgitudes [93]. An extension to two—loop order
is more involved and needs the treatment of occurring dep®es on one of the two integration mo-
menta in the modified-i0 description, which would lead to branch cuts in the complegrgy plane.
This extension is currently under investigation.

One motivation for deriving the duality relation is given the fact that the computation of cross
sections at next-to-leading order (NLO) requires the setpaevaluation of real and virtual radiative
corrections. Real (virtual) radiative corrections areegivby multi-leg tree—level (one—loop) matrix
elements to be integrated over the multi—particle phaseespéthe physical process. The loop-tree
duality discussed here, as well as other methods that reteeloop and phase—space integrals, have
the attractive feature that they recast the virtual radeatiorrections in a form that closely parallels the
contribution of the real radiative correctioris [180, 1885]L This close correspondence can help to
directly combine real and virtual contributions to NLO csosections. In particular, using the duality
relation, one can apply mixed analytical and numerical neples to the evaluation of the one—loop
virtual contributions[[180]. The infrared or ultravioleivérgent part of the corresponding dual integrals
can be analytically evaluated in dimensional regularizatiThe finite part of the dual integrals can be
computed numerically, together with the finite part of thal emmission contribution. Partial results along
these lines are presented in Refs, [180]181] and furthek igan progress.

7.2 THE DUALITY RELATION AT ONE-LOOP ORDER

Consider a generic one—loop integral over Feynman propegatvhereq; = q + Z};:lpk are the
momenta of the internal lineg,being the loop momentum, andg (Zi]il p; = 0) the external (outgoing
and clockwise ordered) momenta. The Feynman propagateesthe poles in the complex plane of
the loop energyyy, the pole with positive (negative) energy being slightlgpdaced below (above) the
real axis encoded by the additioral0 term in the propagator. Using the Cauchy residue theoretmein t
complexgo—plane, with the integration contour closedain the lower half—plane, we obtain a sum over
terms given by the integral evaluated at the poles with pesénergy only. Hence a one—loop integral
with NV internal propagators leads 16 contributions, one for each propagator for which the resitu
taken. It can be shown that this residue is equivalent tanguthat line by including the corresponding
on-shell propagataf, (¢?) = 6(¢?)d(¢?). The remaining propagators of the expression are shifted to

1 1
= ) | [ — (23)
i 4G 0 iy D i0m(q5 — ai)

12Contributed by: I. Bierenbaum and G. Rodrigo.
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wheren is a future-like vector, i.e. d@-dimensional vector that can be either light-likg = 0) or time-

like (n? > 0) with positive definite energyng > 0). The calculation of the residue at the pole of iHe
internal line modifies theé0 prescription of the propagators of the other internal linéthe loop. This
modified regularization is named ‘dual) prescription, and the corresponding propagators are named
‘dual’ propagators. The dual prescription arises, bec#useriginal Feynman propagatb/(q? +1i0) is
evaluated at theomplexvalue of the loop momentuiy which is determined by the location of the pole
atg? +i0 = 0. The presence of is a consequence of the fact that the residue at each of the jgahot

a Lorentz—invariant quantity, since a given system of coaigs has to be specified to apply the residue
theorem. Different choices of the future-like vectoare equivalent to different choices of the coordinate
system. The Lorentz—invariance of the loop integral is, &asv, recovered after summing over all the
residues. For a one—loop integral, the teffg; — ¢;) is always solely proportional to external momenta
and hence defines a fixed pole in theplane.

Note that an extension to real and virtual massive propagjaiod full scattering amplitudes is
straightforward and described in detail in R&f.|[93].

7.3 FIRST STEPS TOWARDS TWO-LOOP ORDER

The fact that the term(q; —qg;) is proportional to external momenta only, is not valid anyenance going

to the next loop order and considering a generic two—looga€iagram. Taking the residues loop by
loop for the two integration momenta introduces in some £asdependence on one of the integration
momenta in the difference of(¢; — ¢;). Hence we encounter not poles but rather branch cuts in the
complex energy plane. To avoid this and more generally t@aoy dependence on integration momenta
in then(g; — ¢;)-terms demands a reformulation of the propagators intch@ndasis, which fulffills the
required properties. First steps towards a two—loop esprasobtained by such a transformation have
been undertaken, while the full general two—loop expressatill under investigation.
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8. ANLO STUDY OF ttH — ttbb SIGNAL VERSUS tibb BACKGROUND
8.1 Introduction

The associated production of a Higgs boson, withgair, is going to play an important role for precision
measurements of the Higgs boson Yukawa couplings at the lddf@ecially in the range of masses
115 GeV < My < 140 GeV, where the Higgs decays predominantlybinpairs. Whether or not it will
also provide a discovery channel, very much depends on tiwebetween this signal and the main QCD
ttbb background. A next-to-leading order (NLO) analysis of theliisive /¢ production performed by
two independent groups showed an increase of the leadirg (r@) cross section by a factor of 1.2 at
the central scalgy = m;+my /2 up to 1.4 at the threshold valye= 2., see[[186=189]. On the other
hand, very recent calculatiors [14]16,190] showed a hupareaement of thetbb background at NLO
with a K factor of the order of 1.77. Of course, much more detailedysea are needed to establish
the possibility of detecting the Higgs in this channel, ldase distributions, rather than on a mere event
counting, see e.g. [191]. To this aim, an accurate desorigf both signal and background is needed.
A first step toward this, is the inclusion of tHé — bb decay directly into the NLO calculation of the
signal. In this contribution, this is achieved by computihg factorisable QCD corrections to the Higgs
signalpp — ttH — ttbb process. We consider higher order corrections to both mtimluand decay of
the Higgs boson, where the latter is modeled by the propagétb a fixed width which we computed
with HDECAY [192].

NLO QCD corrections have been calculated with the help ofHiEeAC-NLO system. It con-
sists of HELAC-PHEGAS[130[193+195], lLAC-DIPOLES[196], ONELOOP[120] and HELAC-1LoOOP
[120], based on the OPP reduction techniqueé [91] and thectimtiuicode @TTooLS[103]. The HELAC-
NLO system has also been used to computepthes ttbb background[[16], allowing the comparisons
presented in this work.

8.2 Results

For both signal and background, we consider the proggss ttbb + X at the LHC, i.e. for,/s = 14
TeV. For the top-quark mass we takg = 172.6 GeV, whereas all other QCD partons including b quarks
are treated as massless. Higgs boson mass is set;te 130 GeV. Top quark mass renormalization is
performed in the on-shell scheme, which fixes the renormatidia of the top quark Yukawa coupling. As
far as the b-quark Yukawa coupling is concerned, we renoemal in the M S scheme, which makes it
proportional to thel/ S mass of the b-quarkgy, (11). Finally, we transform this parameter irt@, (mg).
While the difference is of higher order, we are motivated lhy fact that we work in the narrow width
approximation withl";; calculated aj. = myy.

We consistently use the CTEQG6 set of parton distributiorctionms (PDFs)[[171,197] , i.e. we
take CTEQ6L1 PDFs with a 1-loop runninag in LO and CTEQ6M PDFs with a 2-loop running, in
NLO, but the suppressed contribution from b quarks in thiéahstate has been neglected. The number
of active flavors isVy = 5, and the respective QCD parameters &€ = 165 MeV and A} = 226
MeV. In the renormalization of the strong coupling constaéimé top-quark loop in the gluon self-energy
is subtracted at zero momentum. In this scheme the runningisfgenerated solely by the contributions
of the light-quark and gluon loops. By default, we set theoremalization and factorization scalesg
andur, to the common valugy = m; + my /2 for the signal andy = m;, for the background.

BContributed by: G. Bevilacqua, M. Czakon, M.V. Garzelli,van Hameren, C.G. Papadopoulos, R. Pittau and M. Worek.
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All final-state b quarks and gluons with pseudorapidity < 5 are recombined into jets with
separationy/A¢? + Ay?2 > D = 0.8 in the rapidityﬁv\$ azimuthal-angle plane via the IR-sdfe-
algorithm [198-200]. Moreover, we impose the following #iddhal cuts on the transverse momenta
and the rapidity of two recombined b-jets;;, > 20 GeV, |y| < 2.5. The outgoing (anti)top quarks are
neither affected by the jet algorithm nor by phase-space. cut

We first study the impact of the NLO corrections on fhye — ttH — ttbb signal. With the
parameters and cuts specified above, the lowest order @ossrsis given by:

oPo = (150.375 4 0.077) fb. (24)

At the NLO we obtain
oo = (207.473 £ 0.232) b for aumayx = 0.01, (25)
oyLo = (207.268 +0.150) fb  for aumax = 1 (26)

which leave us with d factor K = 1.38. We run our code with two different values af,,,.., which is

a common modification of Catani-Seymour subtraction tefb6§[201] in the phase space region away
from the singularity, see_[16] for details, to check the ipeledence of the final result on this value. This
has to be compared with a LO and N1t&b background cross sections given byl[16]:

0By = (1489.2£0.9) fb, (27)
oRLo = (2636 £3) fb  for amax = 0.01, (28)
oRLo = (2642 £3) fb  for apax = 1 (29)

again for two different values af,,,,, parameter. Af,g = m; we obtained the( factor K = 1.77.

The transverse momentum and rapidity distributions of tkteaget for thepp — ttH — ttbb
process are presented in Hig. 7, from which it is evident, riiast of the extra radiation is at low and
in the central region, as expected. It is therefore temprgfudy the effect of a jet veto on th€ factor
for the signal process. With a jet veto of 50 GeV we obtaindadt

O3 vero = (115.022 £0.233) fb  for aumax = 0.01 (30)
T T T T T T T T
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Fig. 7: Distribution in the transverse momentum (left panel) anthmrapidity (right panel) of the extra jet forp — ttH —
ttbb + X at the LHC.
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pp — ttH — ttbb + X at the LHC. The red solid line refers to NLO and the blue doliteglto LO result.

ONLO—voto = (114.880 +0.152) fb  for aumax = 1 (31)

giving K = 0.76. We therefore conclude that NLO QCD corrections are redded +38% down to
-24% when a jet veto of 50 GeV is applied on the additionalfet. comparison, we also quote here the
result presented by Bredenstein, Denner, Dittmaier andd@ou in [14]. They find that a jet veto of 50
GeV reduces the NLO QCD corrections to théb background from +77% down to +20%, with respect
to the tree level result.

The effect of the NLO corrections on the- and rapidity distributions of bottoms and tops is
shown in Fig[B and Fid.]19. The distributions are similar fartgcles and anti-particles, therefore the
average is taken in the figures. The blue dotted curve carrelspto the LO, whereas the red solid one
to the NLO order result.

As for the comparisons between signal and background, weeptein Fig[ID, a few histograms,
namely the invariant mass, transverse momentum and ramdithe two+b-jet system, as well as the
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Fig. 10: Distribution of the invariant mass,; of the bottom-anti-bottom pair (a), distribution in the tsverse momentum
pr,; Of the bottom-anti-bottom pair (b), distribution in the ity y,; of the bottom-anti-bottom pair (c) and distribution in
the transverse momentum, of the bottom quark (d) fopp — t#H — ttbb + X andpp — ttbb + X at the LHC. The red
solid line refers to the NLO QCD background, the blue dotted to the LO QCD background, while the green dash-dotted

and cyan dashed line to the NLO and LO signal, respectively.

transverse momentum of the singlget. In all figures the red solid line refers to the NLO QCD kac
ground, the blue dotted line to the LO QCD background, whike green dash-dotted and cyan dashed
line to the NLO and LO signal, respectively. Apart from theadriant mass of théb system and the,
spectrum of thé quark, the shapes look very similar for signal and backgdoun

Finally the scale dependence of the total cross sectiopfers ttH — ttbb + X at the LHC is
presented graphically in Fig.111. The blue dotted curveesponds to the LO, whereas the red solid one
to the NLO order result. As expected, we observe a reductidheoscale uncertainty while going from
LO to NLO. Varying the scale by a factor 2 changes the crossmseby +33% and -23% in the LO case,
while in the NLO case we have obtained a variation of the of@6 and -10%.

In Fig.[12 the impact of additional; cut on the extra jet is shown. While for very small scales
the scale dependence seems to have deteriorated, for geedae within the usual range, the variation
remains more or less the same. Varying the scale up and doarfdngor 2 changes the cross section by

-28% and +7% in this case.
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dashed one to the NLO order result with a jet veto.

8.3 Conclusions

A NLO study of thettH — ttbb signal and the QCD#bb background reveals that the signal over
background ratio R passes from R=0.101 to R= 0.079, whensived NLO corrections are included.
With a jet veto of 50 GeV, one obtains, instead, R=0.064. Aextmtailed analysis is heeded to study the

35



effects of the jet veto procedure. However, our preliminasult shows that some tuning is necessary
to maximize R. As for the distributions, the- spectrum of the b quarks appears to be harder for the
background than for the signal. This fact, together with ecugate reconstruction of the invariamt;
mass, could be used as an extra handle to extract the Higu.sig
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9. NLO QCD CORRECTIONS TO ttbb PRODUCTION AT THE LHC
9.1 INTRODUCTION

The discovery of the Higgs boson and the measurement of tiésaictions with massive quarks and
vector bosons represent a central goal of the Large Hadrdlid@o(LHC). In the light-Higgs scenario,
My S 130 GeV, associatedtH production provides the opportunity to observe the Higgsoinan the
H — bb decay channel and to measure the top-quark Yukawa cougHiogiever, the extraction of the
ttH(H — bb) signal from its large QCD backgrounds represents a serioalenge.

The selection strategies elaborated by ATLAS and CMSI[202}2re based on the full recon-
struction of thettbb signature, starting from a final state with fobrquarks and additional light jets.
After impaosing fourb -taggings, a reconstruction of the top quarks is performgdch permits to iden-
tify two b quarks as top-decay products. The remaining twguarks constitute a Higgs candidate,
and their invariant-mass distribution is the relevant obegle to find the Higgs signal. However, the
presence of multipl® quarks and light jets in the final state represents a seribs&ole to the correct
identification of thebb Higgs candidates. Realistic simulations indicate thay alout 1/3 of the se-
lectedb -quark pairs have correct combinatorics, while the othggdicandidates containjets from top
decays or miss-tagged light jets. This so-called combiratbackground significantly dilutes the Higgs
signal and increases its background contamination. The @G&essepp — ttbb andttjj are the main
background components. The latest ATLAS and CMS studieS, 28], for30fb~! and60fb~!, re-
spectively, anticipate a statistical significance aroRadignoring systematic uncertainties) and a fairly
low signal-to-background ratio of order 1/10. This calls hetter than 10% precision in the background
description, a very demanding requirement both from theeerpental and theoretical point of view.

More recently, an alternative strategy based on the seteofihighly boosted Higgs bosons, which
decay into “fat jets” containing two b quarks, has opened aad very promising perspectives [191].
This novel approach might enable a better background segipreand increase the signal-to-background
ratio beyondl /3. Moreover, threé -taggings would be sufficient to strongly suppresstthjgcontami-
nation. In this case the background would be completely datei byttbb production.

The recent calculation of the NLO QCD corrections to thedueible ttbb background([14=16,
190] constitutes another important step towards the obbéity of ttH(H — bb) at the LHC. These
NLO predictions are mandatory in order to reduce the hugk sgacertainty of the lowest-order (LO)
ttbb cross section, which can vary up to a factor four if the QCDescare identified with different kine-
matic parameters [202, 203]. Previous results for fiveiglarprocesses that feature a signature similar
to ttbb indicate that setting the renormalization and factoramascales equal to half the threshold en-
ergy, ur.r = Eine/2, iS a reasonable scale choice. At this scale the NLO QCD ctiores topp — ttH

YContributed by: A. Bredenstein, A. Denner, S. Dittmaier &dPozzorini.
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(K ~ 1.2) [186+189],pp — ttj (K ~1.1) [177/178], anghp — ttZ (K ~ 1.35) [210], are fairly mod-
erate. This motivated experimental groups to adopt theggal = Eyp,/2 = mq + my;;/2 for the LO
simulation of thettbb background([202=205]. However, at this scale the NLO cdiwas topp — ttbb

turn out to be close to a factor of twd< ~ 1.8) [14, 16] This sizable NLO correction suggests the
presence of large logarithms that tend to spoil the convergef the perturbative expansion. This is
mainly due to the fact that the scal@ r = Eiy,,/2 does not provide an adequate description of the QCD
dynamics ofttbb production. To cure this problem we advocate the use of a melvreore natural scale
choice [15], which leads to a much small&rfactor and also reduces the residual scale dependence at
NLO. We then present a selection of the results of Ref. [1B]particular we discuss the impact of a
jet veto, as well as NLO effects on distributions that arevaht for thettH analysis, both within the
traditional ATLAS/CMS approach and in the boosted-Higgsrfework.

9.2 PREDICTIONS FOR THE LHC

We study the processp — ttbb + X at /s = 14TeV. For the top-quark mass, renormalized in
the on-shell scheme, we take the numerical value= 172.6 GeV [211]. All other QCD partons,
including b quarks, are treated as massless particlesin€ailfinal-state configurations are recombined
into infrared-safe jets using thier-algorithm of Ref.[[170]. We recombine all final-stdtequarks and
gluons with pseudorapidityy| < 5 into jets with separation/A¢? + Ay? > D = 0.4. Requiring
two b jets, this also avoids collinear singularities resultingni masslesg — bb splittings@ After
recombination, we impose the following cuts on the transsenomenta and rapidities of thgets:

pPT)H > 20 GeV, \yb\ < 2.5. (32)

Since top decays are not included in our calculation, we togequarks fully inclusively. We consistently
use the CTEQG6 [171, 197] set of PDFs, i.e. we take CTEQG6L1 Ridthsa one-loop runningy in LO
and CTEQ6M PDFs with a two-loop runninrg in NLO, but neglect the suppressed contributions from
b quarks in the initial state. The number of active flavoulis= 5, and the respective QCD parameters
areALC = 165 MeV andAMS = 226 MeV. In the renormalization of; the top-quark loop in the gluon
self-energy is subtracted at zero momentum. In this schédmaeunning ofog is generated solely by the
contributions of the light-quark and gluon loops.

In all recent ATLAS studies oftH(H — bb) [202-+-205] the signal and itsbb background are
simulated by setting the renormalization and factorizatsgales equal to half the threshold energy,
Euge = 2m¢ + my;. Being proportional tond, these LO predictions are extremely sensitive to the
scale choice, and in Ref§.[14]16] it was found that@t = Eiy,./2 the NLO corrections tepp — ttbb
are close to a factor of two. This enhancement is due to theHatpp — ttbb is a multi-scale process
involving various scales well below:;,, /2. While m sets a clear scale for the couplings to the top
quarks, the inspection of differential distributions ralgethat the cross section is saturatedbbyuarks
with p1, < my (see Figl_IB). In order to avoid large logarithms due to thiferent scales we advocate

the use of the dynamical scale
[R = P = M /DToPT5 (33)

As we will see from the reduction of th&™ factor and the scale uncertainties, the scale chaéick (33)
significantly improves the convergence of the perturbativpansion as compared to Refs.|[14, 16]. In
Section$ 9.2]1 arid 9.2.2 we present NLO distributions nbthivith standard ATLAS/CMS cuts and in
the regime of highly boostebb pairs, respectively.

5This NLO enhancement of th&bb background has already been taken into account in Ref| [191]

'8 Note that, as compared to our previous analysi$ 14, 190have reduced the jet-algorithm parameter frdm= 0.8 to
D = 0.4 [15]. This is particularly important for highly boostéd-quark pairs withmy; ~ My, sinceD = 0.8 would lead to
their recombination into a single jet and, consequentlyh&ir rejection.
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9.2.1 The regime of highb invariant mass

Here, after imposing the standard cuisl(32), we select thenkatic regionn,; > 100 GeV, which is
relevant for standard ATLAS/CMS studies i (H — bb). At the scale[(38) we obtain the integrated
cross sections,o = 786.3(2) fb andonro = 978(3) fb, corresponding to & factor of 1.24. Factor-
two scale variations shift the LO and NLO predictions by 78% 21%, respectively. This is a significant
improvement with respect to the scale choice of Refl [14]icvlyields K = 1.77 and 33% NLO scale
uncertainty. The NLO cross section at the scal€ (33) is afart8 larger as compared to the LO
prediction obtained with the ATLAS scale ChOi@hOMR,F:Emrﬂ = 448.7(1) fb.

In Fig.[13 we present LO (blue) and NLO (red) results for vasidlistributions. Besides absolute
predictions (left column) we show results normalized to L@ distributions at the central scale {33)
(right column). The bands correspond to factor-two vaoiadiof . . The first two observables are the
transverse momenta of the tkigjets ordered ipr. While the softetb jet (pr 1,,) tends to saturate the
lower bound of20 GeV, the harder gt ,,) behaves rather differently. Its distribution has a maxamu
around100 GeV and a tail that extends up to fairly high transverse momeiitaese shapes suggest
that one of the two quarks is often emitted from initial-stgtuons, while the other one participates in
the hard scattering. In contrast, none of thguarks resulting fronttH originates from initial-state
radiation. This feature renders the cross section quitsisentopr ;, and might be exploited to improve
the separation of the&tH signal. The dynamical scale_(33) accounts for the diffekimématics of the
two b jets and the extension of their transverse momenta over a msidange. The goodness of this
choice is confirmed by the stability of th& factor over the entirepr spectrum. A similarly stable
behaviour is observed for the,; distribution in Fig[ I8, wheré.21 < K (m,;) < 1.27, as well as for
various other distributions [15].

In Fig.[14 we study the potential of a jet vetpr(jet < Piet.veto) t0 SUPPress the largetbb
background. The integrated cross section is plotted versus..,, and since jet radiation takes place
only at NLO, the LO result is constant. The NLO curve showg thaizable reduction of the cross
section requires a jet veto well bel®00 GeV. FOr pjet veto = 150,100, and50 GeV, the K factor is
reduced td.03, 0.89, and0.54, respectively. However, there is a trade-off between segging the NLO
cross section and increasing its perturbative uncertaifibe jet veto tends to destroy the cancellation
between infrared logarithms of virtual and real origin atsléffect grows as-a? 1n2(Ethr/pjet7vet0)
when p;et veto DECOMeEs small. Since they are accompanied by’anoefficient, these logarithms can
give rise to huge scale uncertainties already for moderabges ofpjc; veto- This is reflected by the
dramatic amplification of the uncertainty band in Higl 14.04md pjct veto = 50 GeV the NLO band
enters the pathologic regime of negative cross sectiomsparturbative predictions become completely
unreliable. Jet-veto values arouh@) GeV provide a good compromise: the reduction of fidactor is
already significant K ~ 0.89) and the NLO scale uncertainty (19%) is at the same levelrahéototal
cross section (21%).

9.2.2 The regime of highly boosted pairs

Here, after imposing the standard cufs] (32), we select yighbstedbb pairs with Prpb > 200 GeV.
This permits to increase the separation between the Higgmlsand itsttbb background[[191]. Al-
though we do not impose any cut on thie invariant mass, the cuts Q% 15y Prb @ndpy i, and the jet
algorithm (AR, ; > 0.4), result into a lower bouneh, ;; 2 25 GeV [15]. At the scale[(33) we obtain the
integrated cross sections,o = 451.8(2) fb andonr,o = 592(4) fb. As compared to the previous setup
(my;, > 100 GeV) the absolute cross section is reduced by adolg, the NLO correction is slightly
increased K = 1.31), and the shifts induced by factor-two scale variationsadmneost identical (79%
in LO and 22% in NLO). In presence of a jet veto of 100 GeV Hdactor and the NLO uncertainty
amount to 0.84 and 33%, respectively.

In Fig.[15 we present the distributions of the transverse ermof the hardenf 1,,) and softer
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Fig. 14: Dependence of thep — ttbb 4+ X cross section on a jet Vet et < Diet,veto) [15]: absolute LO and NLO
predictions (left) and NLQX factor (right) form,; > 100 GeV. The bands correspond to factor-two scale variations.

(pr1p,) b jets and thebb invariant mass. As a consequence of thepguty, > 200 GeV, the hardeb jet

is pushed to much higherr values as compared to F[g.]13: the maximum of its distrilpuisolocated
around 200 GeV. In contrast, the softejet is much less sensitive to thpg. ,; cut and is predominantly
produced in the regio0 GeV < pr 1, < 100 GeV. This different kinematic behaviour of the tvisgets
might be exploited to separate thgb background from thetH signal, where both jets are produced
by the Higgs boson and should thus have more similavalues. As a consequence of the dynamical
scale choice, the NLO corrections feature a mild dependenciheb-jet p: the K factor varies by
about 10% within the plotted range.

The bb invariant-mass distribution is displayed in the third roiwrig. [I5. Its behaviour in the
regionm,; < 50GeV reflects the abovementioned effective bound. Near the paljiinteresting
region ofm,; ~ 100 GeV we observe that the NLO corrections induce an apprecialapesHistortion
of about 20%. Such an effect tends to mimic a Higgs signal aodld be carefully taken into account
in thettH(H — bb) analysis.

CONCLUSIONS

The observation of thetH(H — bb) signal at the LHC requires a very precise description oftthg
irreducible background. The NLO QCD corrections revealt tha scale choice adopted in previous
lowest-order simulations gfp — ttbb does not account for the multi-scale character of this peead
underestimates its cross section by a factor of two. We atedbe use of a new dynamical scale, which
significantly reduces both th& factor and the residual NLO scale uncertainty. In preserictamdard
ATLAS/CMS cuts NLO effects feature small kinematic deperae But in the regime of highly boosted
Higgs bosons we observe significant distortions in the sludipistributions. Studying a jet veto as a
possible strategy to suppress thbb background, we find that jet-veto values well below 100 Geadle
to severe perturbative instabilities and should thus bedado Further results are presented in Ref] [15].
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10. UNDERSTANDING SOFT AND COLLINEAR DIVERGENCES TO ALL ORD ERS
10.1 Introduction

The ultimate goal of our efforts as practitioners of quanfigtd theory applied to high-energy physics
is the calculation of the finite transition probabilitiesdacross sections that form the predictions to be
tested at particle colliders. It would be nice if we had mehto compute directly these finite quantities,
without having to deal with divergences in the intermedstiEges of our calculations. Our tools are,
however, imperfect: perturbative methods in quantum fiedaty typically start out by mishandling both
very short and very long wavelength excitations, and onesfutidergent results along the way, which
need to be regularized, properly interpreted, and finalhceied in order to obtain the finite predictions
that we need. At the high-frequency end of the spectrum,ish&chieved by renormalization of the
parameters of the theory, a process that we understand meethat we can carry out explicitly at high
perturbative orders. At the low-frequency end of the spemirthe solution is provided in principle by the
construction of properly defined, sufficiently inclusivesebvables, as characterized by the Kinoshita-
Lee-Nauenberg thorem. The practical implementation of theoretical insight has however proven
challenging, especially in the context of confining nonlapegauge theories like QCD. Indeed, while
we do have all-order perturbative proofs of factorizatibrdrems and of the exponentiation of infrared
and collinear divergences, not much was known until regeciithcerning the detailed structure of the
anomalous dimensions that govern infrared exponentiabarthe other hand, at finite orders, the task
of building a fully general and efficient subtraction algbm to compute infrared-safe cross sections
at NNLO in perturbation theory has been pursued by sevelpy for many years, however complete
results are available so far only for processes with no heglno the initial state.

There is thus much that we still need to understand conaginfrared and collinear singularities,
and it is perhaps worth recalling that we have strong matwat both of theoretical and phenomeno-
logical nature, to study the problem. At the simplest letleg all-order structure of singularities for
scattering amplitudes provides ‘theoretical predictidns a subset of terms arising in finite-order cal-
culations, and these can be used to test the results obtaidedby order. Much more interestingly, in
infrared-safe observables the cancellation of singigarieaves behind logarithms of ratios of kinematic
invariants, and these finite contributions tend to domitla¢ecross sections in the vicinity of thresholds
and in other situations where soft radiation is predomindihie way in which logarithms arise as finite
remainders, after summing contributions from real emissiad from virtual corrections, is easily vi-
sualized in dimensional regularization. Settithg= 4 — 2¢, with ¢ < 0 for infrared regularization, the
structure of the cancellation is typically of the form

2

1 2\e " de 2 2

- + (Q ) 2\14e = ln(m /Q )7 (34)
N o (k?)

i 1
virtua. real

wherem is some scale associated with the chosen observable, saynags. It is clear that the coeffi-
cients of the logarithms are dictated by the coefficientdefdingular contributions, much as renormal-
ization group logarithms are dictated by ultraviolet poles

This tight relationship between singularities and logdpamiic enhancements underlies a host of phe-
nomenological applications: since singularities expdiaé® so do logarithms, and, as a consequence,
finite-order calculations can be used to perform all-orésummations. These resummations actually
take place in two rather different contexts, and with rattifierent tools. On the one hand, for suf-
ficiently inclusive observables, one can perform the réital cancellation analytically, and provide
all-order expressions for the observable, to some defiagarithmic accuracy (the current standard be-
ing NNLL). On the other hand, data analysis at present allidequires predictions for exclusive final
states, in order to match the kinematic cuts dictated byraxeatal needs: to this end, one must sup-
plement fixed order calculations with parton shower evemegators, and subsequently hadronization.

Contributed by: E. Gardi and L. Magnea.
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Parton showers effectively resum the same collinear amdried logarithms, but they do so without im-
plementing real-virtual cancellations: rather, they irs@autoffs on real radiation, and they generate
multiparticle final states by iteration, mimicking the maitt of exponentiation of singularities. It should
be emphasized that the coefficients of the relevant logasthre the same: parton showers perform
the resummation with suitable approximations (typicadlgding logarithmic, with the inclusion of some
NLL terms, and typically taking the larg&~. limit, as well as performing some sort of angular averaging)
which are necessary in order to turn the quantum-mechatiroal evolution into a Markov chain with
an iterative probabilistic interpretation. Improving aurderstanding of infrared and collinear singular-
ities can be instrumental for both these applications: thayaic treatment of inclusive cross sections
would be performed to a higher logarithmic accuracy, an@érdéed to complex processes where more
partons participate in the hard interaction. In these airstances an accurate description requires taking
full account of the interference between amplitudes ofedéht colour flow. These colour correlations
are encoded in the singularity structure of multi-leg amoples. At the same time, the approximations
employed in the fully-exclusive parton shower approachlddne put under better theoretical control.
Present day patron showers assume independent emissmnifdividual partons, and consequently
fail to describe soft radiation at large angles with resgedhe jets. Upon considering multi-jet cross
sections, the independent-emission approximation besdass reliable, since soft gluon radiation gets
increasingly sensitive to the underlying colour flow. In clusion, in order to achieve the necessary
precision for the complex QCD processes that will be undadystit LHC, accurate predictions would
be required for complex multi-jet cross section. These béllachieved both by extending the analytic
approach to inclusive cross sections, and by improving réstrinent of parton showers. Understanding
the singularity structure is the first step towards achigthese goals.

One should remember, finally, that studying soft and cddlinadiation means probing the long-
distance behavior of the theory, and thus it is of great egealso from a purely theoretical standpoint.
All massless gauge theories, at the perturbative levele lBaxemarkably similar singularity structure,
governed by a set of common anomalous dimensions: the mgstriamt differences arise from the
different behavior of the running coupling in different tr@s. In conformal gauge theories, such as
N = 4 Super Yang-Mills (SYM), the pattern of exponentiation ofetigences is greatly simplified by
the simplicity of the running coupling, and has been used gai@eline to study the exponentiation
of finite contributions to scattering amplitudes [212]. Ircenfining theory like QCD, resummation
displays the divergent behavior of the perturbative semesich can be used to gauge the weight of
non-perturbative effects in the kinematic regions in whickir importance is enhanced. Good control
on the size and shape of these power-suppressed effecteérasthieved for inclusive distributions in
simple processes which are electroweak at tree level [2143; 2one may now hope that this level of
understanding can be reached also for general multi-jssesections.

With these motivations, we present below some recent sgritieoretical developments, implying
that the structure of infrared and collinear divergencemassless gauge theories, for amplitudes with
any number of colored partons, and to all orders inith¥,. expansion, is significantly simpler than pre-
viously expected. In Se¢t. 10.2 we present an expressi@nimigg all divergences as the exponentiation
of a simple sum over contributions from color dipoles, thatswecently proposed in Refs. [215-218],
and that reproduces all known results of finite order peegtivie calculations. In Sedf. 10.3 we explain
how possible corrections to the dipole formula are tightiystrained, and in fact forced to have a very
specific functional dependence on kinematics, which caieslto their color structure. Whether these
corrections do indeed arise, starting with three-loop,rfmint amplitudes, is the subject of current
studies.

10.2 The dipole formula

Our goal in this section is to illustrate the recent progressur understanding of soft and collinear
singularities. The main result is the establishment, t@alkrs in perturbation theory, and for any,
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of a set of differential equations, which strongly constriie soft anomalous dimensions for general
multi-parton, fixed-angle amplitudes, in any massless gdlgory. These equations were derived from
factorization, and by enforcing the invariance of soft gidynamics under the rescaling of hard parton
momenta. The simplest solution to these constraints, wi@phoduces all known fixed-order pertur-
bative results, is a compact expression, encoding a singstelation of color and kinematic degrees
of freedom, and taking the form of a sum over color dipoleslo#ewe illustrate the structure of this
‘dipole formula’: for the arguments suggesting its valliand for detailed derivations of the constraint
equations, we refer the reader to Refs. [216]217].

Let M (pi/p, s (14?), €) be a renormalized scattering amplitude involving a fixed bemm of
hard coloured partons carrying momemta: = 1 ... n, all lightlike, plus any number of additional
non-coloured particles. The singularitiesof depend on all the kinematic invariants that can be formed
out of the hard parton momentg; - p;, which are all assumed to be of the same parametric size, and
all large compared tmgCD. Momentum conservation is not imposed between the colopastbns,
allowing for any recoil momentum to be carried by non-cokmliparticles in both the initial and final
states. As far as color is concerne®d| should be thought of as a vector in the vector space spanned by
the color tensors available for the given set of hard part@wft and collinear factorization properties
guarantee that all singularities can be absorbed into aratbweultiplicative factorZ, acting as a matrix
in color space. One writes formally

M (pi/ i, as(p?),€) = Z (pi/ g cs(p7)€) H (pif g, i/ 1y, cs(p?) ) (35)

where?{ is a vector in color space, which remains finiteeas 0, and we have introduced a factorization
scaley s to isolate the infrared momentum region (below we will ggt= 1 for simplicity). Note that
ey is introduced in the context of dimensional regularizatiomni not as an explicit cutoff.

The matrixZ, accounting for all soft and collinear singularities, cangitten in exponential form,
as a consequence of appropriate evolution equations ddriven factorization. The simplest expression
for the logarithm ofZ, satisfying all available constraints, and reproducindm@bwn finite-order results,
is a sum over color dipolesZ is thus conjectured to take the form

Z (pi/ s os(p?), €) = eXp{/O = [g i (2s(\6)) Y In (i—2> Ti-T;
ij

—% Z Vi (as()\zaf))] } . (36)
=1

Let us briefly explain the notations in EQ. {36), and then paasllustrate its physical content. The color
structure ofZ is encoded in the color generatdrs associated with each hard parton, which are linked in
color dipoles by the products; - T; = 5", T¢ - T5. The matricesI depend on the identity of the hard
parton: for a final-state quark or an initial-state antidgidwey are just the generators of the fundamental
representation/J; = t7 5; for a final-state antiquark or an initial-state quafk,; = —¢3,; for a gluon,

T =i feap. This ensures that color conservation is simply expresgel ) ; T¢ = 0. The phases;;

are introduced to display how the analytic properties ofehmplitude change when the invariapts p;
change from time-like to space-like: we define p; = — [p; - p;| e~ imPij where);; = 1 if ¢ andyj are
both initial-state partons or are both final-state partang,\;; = 0 otherwise.

All singularities in Eq. [3B) are generated through the gnagion over the scale? of the d-
dimensional running couplings(\?, €) [219/220], and are governed by the finite anomalous dimessio
Kk (as) andyy, (as), which can be characterized as follows, («5) is simply the anomalous dimension
of the field corresponding to hard partenand is responsible for single collinear poles arising from
radiation forming the virtual jet associated with that partit depends on parton spin as well as color,
and it is known to three loops for quarks and gluofs:(«), on the other hand, is simply related to
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the cusp anomalous dimensioé? (as) [221], for Wilson lines in the color representation of parto
1. in deriving Eq. [36), we have assumed that the latter is gmtagmal to all orders to the appropriate
guadratic Casimir operator, accordingf)tﬁ)(as) = C; Yk (as), a fact which is established up to three
loops; factoring out the quadratic Casimir operaf§ris important in deriving Eq[{36) since it can be
expressed a§; = T, - T;. The cusp factor in EqL_(86) is responsible for all singtilesi associated with
soft gluons, including double poles arising from the exdwaof gluons that are both soft and collinear
to some hard parton: these double poles arise from the attegrover the scal@?, thanks to the explicit
factor oflog \2.

The striking feature of EqL(36) is that it correlates colnd&inematic degrees of freedom, and it
does so in an unexpectedly simple way. Indeed, correlatlmasigh dipoles only are what one expects,
and finds, at one-loop order, where only one soft gluon carxbeamged, correlating at most two hard
partons. Beyond first order, the rules of eikonal exponéntiaas well as expectations from the analysis
of ordinary Feynman diagrams, suggest that mops one should expect contributions from gluon webs
linking up tog + 1 hard partons, and thus correlatiggt 1 momentap; and color generatorg; (an
example of such a web is shown in Figl 16, for= 3). Multiparton correlations in the exponent of
Eq. (36) were shown to vanish at two loops in Ref. [222] 2234 at three loops for diagrams involving
matter fields in Refl[224]. Although they cannot as yet be cdetety ruled out at higher orders, the
derivation of Eq.[(3B) shows that they are tightly constedinthey can only arise starting at three loops,
from webs correlating at least four partons, such as the boersin Fig[16, and they must have a very
restricted dependence on color and kinematics, as brisgudsed in Sedt. 10.3

There at least three further features of EqJ (36) that shbalémphasized. The first point is to
note that Eq.[{36) represents a very smooth generalizafitimecsituation arising in the largd’,. limit:
at large V., only planar diagrams contribute, which forces soft gluambe exchanged only between
adjacent hard partons in the specific color ordering beimsiciered. This forces the color structure
to be in the form of a sum ovexdjacentcolor dipoles, to all orders in perturbation theory; thidaco
structure is in fact trivial and reduces to a product of calimglet form factors[[212, 225, 2P6]. E{. (36)
generalizes this in a natural way, by simply extending timgesof the sum to cover all possible dipoles,
including non-adjacent ones: an extension which is sufficie make the color exchange non-trivial,
but simple enough to be determined at one loop. The secoreha@lti®n stems from the fact that the
correlated color and momentum structures appearing inxperent of Eq.[(36) are fixed at one loop:
the only effect of radiative corrections is to build up theoaralous dimensionsg (cs) and-~, (as).
The consequence of this is that there is no need to introdymhaordering in Eq.(36), even though
it is an expression arising from the solution of a matrix etoin equation. When working in a definite
color basis in order to apply Ed. (36) to some specific probldma diagonalization of the anomalous
dimension matrix can be performed once and for all at the oop level, after which further radiative
corrections affect just the anomalous dimensions. Thiddé¢a the third and final observation: E.|(36)
appears to give greater weight and a more solid theoreticaidation to the idea of employing the cusp
anomalous dimension (or rather its representation-inaeé@et counterpafix («), which is conjectured
to be universal) as an effective charge for soft and collimghaon emission. This idea, brought forward
in [227] as a tool to improve the logarithmic accuracy of parshowers, and subsequently developed
in [228/229], is generalized by Eq. (36) beyond planar caméions, and appears to apply to the full
complexity of QCD color exchange.

10.3 Possible corrections to the dipole formula

Having described in detail the structure and implicatiohthe dipole formula, we must also clearly in-
dicate its limitations and describe the corrections thag stdl arise at high perturbative orders, escaping
the various constraints that have established it as a deedliborder ansatz.

First of all, let's emphasize again that the dipole formuiises as the simplest solution to a set
of constraint equations. These equations are derived lyrneg the cancellation of an anomaly due to
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Fig. 16: A three-loop gluon web connecting four hard partoi®ich webs are the possible sources of the lowest order
admissible violations of the dipole formula, since they miagld functions of the conformal cross ratips;x; .

cusp singularities in the invariance of light-like Wilsands under rescalings of their velocity vectors.
Since this rescaling invariance is not anomalous for Wilkoes off the light cone, the constraints do
not apply to lines corresponding to massive partons. Indaednalysis of amplitudes involving massive
partons has shown_[2B0] that the dipole formula breaks dawramplitudes involving at least two
massive partons, already at the two-loop level. At two-Kap that case, three-parton correlations arise,
parametrized by two functions which have now been computeti/cally at two loops[[231,232], and
which vanish parametrically as the fourth power of the partwass.

In the case of massless partons, the constraints arisingf&ctorization and rescaling invariance
are much more powerful. While E4._(36) is established as itih@lest solution to the constraint equa-
tions, the same constraints also indicate that only twosela®f corrections can arise at higher orders,
going beyond dipole correlations. The first possible cldsoaections arises if the cusp anomalous di-
mensiomﬁ? (as) turns out not be proportional to the quadratic Casi@ito all orders. This can happen
if yg?(as) receives contributions from higher-rank Casimir opersioirthe gauge group, as is the case,
for example, for the four-loop QCIB function. Contributions of this kind can, in principle, sgistarting
at four loops. Arguments were given in Ref, [217], based anmegtry and collinear consistency, sug-
gesting that the contribution of the quartic Casimir oparas absent at four loops. On the other hand,
studies of the cusp anomalous dimension at strong couptirthe largeV, limit, in a special class of
representations of the gauge group [233], suggest thaehigimk Casimir operators should contribute
at sufficiently high orders. Whether these rather specikdramrrelations ultimately play a role in the
infrared structure of nonabelian gauge theories remainstaresting open problem.

The second class of potential corrections to the dipole fibararises from the fact that it is possible
to respect the invariance under rescalings of hard partomenta, simply by considering functions of
‘conformally invariant cross ratios’ of the form
_ Pi PjPk Pl
Pijkl = ——————— .

Pi Pk Dj "Dl
Since these cross-ratios are by themselves rescalingantathey are not constrained by factorization.
The rules of nonabelian exponentiation, however, imply tuatributions of this kind must arise from
gluon webs connecting directly at least four hard partorigckwcan only happen starting at three loops.

It should be emphasized, as noted in Ref. [217], that funstiof conformal cross ratios are still

strongly constrained by requiring consistency with knowtiicear limits, and by imposing Bose sym-
metry: these further constraints, for example, rule outfioms linear in the logarithms of the cross ratios

(37)
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at three loops. A more systematic analysis of the constrainthe available functional forms was carried
out in Ref. [234], where the limits on the possible degregariscendentality of the functions involved
were also taken into account. It turns out that functionsfding all available constraints, and which
might plausibly arise in the calculation of high-order Feyan diagrams, do exist, though they appear to
form a very limited set. For example, considering polyndmia the logarithms of the conformal cross
ratios, precisely one function survives the constrainthige loops. If however one allows for polylog-
arithmic dependence, further examples can be found. Whittieed these ‘quadrupole’ corrections to
the dipole formula do arise at three loops or beyond remditt'eanoment an open question.

Summarizing, a simple exponential all-order ansatz exmstghe singularities of multi-parton
amplitudes in massless gauge theories. It has a solid tiedrioundation, arising from soft-collinear
factorization, and it is exact at two loops in the exponenirtiiermore, possible corrections at higher
perturbative orders can arise from only two sources, andt mage very restricted structures in both
color and kinematics. The resulting picture is much simfilan might have been expected from previous
analyses, and the remaining potential corrections areegtstudied. We are on track to gain full control
of the soft and collinear dynamics of massless gauge tteorie
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11. LESSONS LEARNED FROM THE NNLO CALCULATION OF ete™ — 3 jetS
11.1 INTRODUCTION

The process™e~ — 3 jets is of particular interest for the measurement of therngtrcouplinga.
Three-jet events are well suited for this task because thairlg term in a perturbative calculation of
three-jet observables is already proportional to the gticupling. For a precise extraction of the strong
coupling one needs in addition to a precise measurementreéd-{bt observables in the experiment a
precise prediction for this process from theory. This iraplthe calculation of higher order corrections.
The process™e~ — 3 jets has been been calculated recently at next-to-neleiatting order (NNLO) in
QCD [235+241]. This was a very challenging calculation andllreport on some of the complications
which occurred during this computation. The lessons wenksdufrom this process have implications to
other processes which will be calculated at NNLO. The twapsses closest relateddbe™ — 3 jets
aree”p — e~ + 2jetsandpp — Z/W + jet. These are obtained from crossing final and initial state
particles. But also for processes likg — 2 jets andpp — ¢t many techniques can be transferred.

11.2 THE CALCULATION
The master formula for the calculation of a three-jet obablw at an electron-positron collider is

© = 3 [d6.00 0 pnaia) M (38)

n>3 helicity

whereq; andg, are the momenta of the initial-state particles ari{8s) corresponds to the flux factor
and the average over the spins of the initial state particldéwe observable has to be infrared safe, in

8Contributed by: S. Weinzierl.
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particular this implies that in single and double unresdlimits we must have

O4(p1, -4, q1,q2) — Os(p),...,05,q1,q2)  for single unresolved limits
Os(p1, 05, q1,q2) — Os(p}, ..., 05, q1,q2)  for double unresolved limits (39)

A, is the amplitude with: final-state partons. At NNLO we need the following pertunmexpansions
of the amplitudes:

|A3|2: Aéo)*Aéo)-i- (Aéo)*Ag(;l)‘i'A;(;l)*A;(;O)) 4 <«4§0)*A§,2)+«4§2)*A§0)+«4§1)*A§1)>>
Aaf? = AP AL+ (AP AP + AP AP
A2 = AQT 4O (40)

HereAg) denotes an amplitude with final-state partons andoops. We can rewrite symbolically the
LO, NLO and NNLO contribution as

(OVEO = /(’)3 daéo),
<O>NLO _ /04 da£0)+/03 do—:(,)l),
<O>NNLO — /05 dO’éO) +/O4 do-z(ll) +/03 d0§2). (41)

The computation of the NNLO correction for the process:~ — 3 jets requires the knowledge of

the amplitudes for the three-parton final statee~ — ggg up to two-loops[[242, 243], the amplitudes
of the four-parton final states™e~ — gqgg ande™e™ — gqq'q’ up to one-loop|[77, 224-246] and

the five-parton final states" e~ — gqggg ande™e™ — qqq'q’g at tree level [[2477=249]. The most

complicated amplitude is of course the two-loop amplitueler. the calculation of the two-loop amplitude

special integration technigues have been inverited| [25)--2Bhe analytic result can be expressed in
terms of multiple polylogarithms, which in turn requiresutmes for the numerical evaluation of these
functions [256=258].

11.3 SUBTRACTION AND SLICING

Is is well known that the individual pieces in the NLO and ie tNNLO contribution of eq.[(41) are
infrared divergent. To render them finite, a mixture of sabtion and slicing is employed. The NNLO
contribution is written as

<O>NNLO = / (05 dO'éO) — 0,0 daimgle — O30 daz())072)>
_|_/ (04 dO’fll) + 0,0 dazingle — O30 daél’l))

+ / ((93 Aol + 050 dal? + 030 dag}v”) : (42)

2)

da ™" is the NLO subtraction term fot-parton configurationsja"® andda{"" are generic NNLO

subtraction terms, which can be further decomposed into

0,2 l
daé ) da%louble d almost d ;O ft d iterated ’
1 1 ()()l) p (7(1 y
dag( 1) = dalg + dagr uet _ daglmOSt - d&sgoft + d(llgterawd. (43)

In a hybrid scheme of subtraction and slicing the subtradgsms have to satisfy weaker conditions as
compared to a strict subtraction scheme. It is just requtinad
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(a) the explicit poles in the dimensional regularisatiorapaeterz in the second line of ed_(#2) cancel
after integration over unresolved phase spaces for each gibihe resolved phase space.

(b) the phase space singularities in the first and in the setoa of eq. [4R2) cancel after azimuthal
averaging has been performed.

Point (b) allows the determination of the subtraction tefrosn spin-averaged matrix elements. The

subtraction terms can be found [n [259—-261]. The subtradiom dag‘”) without dag"f * would ap-

proximate all singularities except a soft single unresslsmgularity. The subtraction terrmgof " takes
care of this last piece [239, 262]. The azimuthal averageotsperformed in the Monte Carlo inte-
gration. Instead a slicing parametegis introduced to regulate the phase space singularitiesekito
spin-dependent terms. It is important to note that therenaraumerically large contributions propor-
tional to a power ofn 5 which cancel between the 5-, 4- or 3-parton contributionachecontribution

itself is independent af in the limitn — 0.

11.4 MONTE CARLO INTEGRATION

The integration over the phase space is performed numigrieith Monte Carlo techniques. Efficiency
of the Monte Carlo integration is an important issue, espgcfor the first moments of the event shape
observables. Some of these moments receive sizable adidrib from the close-to-two-jet region.
In the 5-parton configuration this corresponds to (almde®d unresolved partons. The generation of
the phase space is done sequentially, starting from a 2fpadnfiguration. In each step an additional
particle is inserted. In going from partons tan + 1 partons, the: 4 1-parton phase space is partitioned
into different channels. Within one channel, the phaseemagenerated iteratively according to

d¢n+l = d¢nd¢unresolved 1,7,k (44)

The indicesi, j and k indicate that the new particlg is inserted between the hard radiatérand k.
For each channel we require that the product of invariapts;;, is the smallest among all considered
channels. For the unresolved phase space measure we have

2w

1 1
Siq
d¢unresolvedi,j,k = L /dxl/dm?/d(p 9(1_1'1 —.%2) (45)
0 0 0

3273

We are not interested in generating invariants smaller {hah these configurations will be rejected by
the slicing procedure. Instead we are interested in gengraivariants with values larger thans) with

a distribution which mimics the one of a typical matrix elethé/Ne therefore generate tfe+ 1)-parton
configuration from then-parton configuration by using three random numbeys us, us uniformly
distributed in[0, 1] and by setting

T1=1pg, T2 =T1py ¢ =2mus. (46)

The phase space parameteis is an adjustable parameter of the order of the slicing parame The
invariants are defined as

Sij = T1Sijk, Sjk = T2Sijk, Sik = (1 — 21 — T2)sijk- (47)

From these invariants and the valueyfwe can reconstruct the four-momenta of e+ 1)-parton
configuration[[263]. The additional phase space weight duke insertion of th¢n + 1)-th particle is

L sijSjk ., o

= . 48
w T6n2 sy [ IPS (48)

Note that the phase space weight compensates the typiomladitactors; ;i /(s;;s;,) of a single emis-
sion. As mentioned above, the full phase space is constritetatively from these single emissions.
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Part Il
OBSERVABLES

12. COMPARISON OF PREDICTIONS FOR INCLUSIVE W + 3 JET PRODUCTION AT
THE LHC BETWEEN B LACK HAT, ROCKET AND SHERPA

12.1 Introduction

Next-to-leading order (NLO) calculations are the first ardewhich the normalization, and sometimes
the shape, of perturbative calculations can be consideteble. On the other hand, experimenters deal
primarily with leading order (LO) calculations, espegyaith the context of parton-shower Monte Carlo
programs. Given the better accuracy at fixed order in thelewyighe predictions at NLO should be used
(in appropriate regions of phase space) as a benchmarkdoratious types of LO calculations. This
way the LO Monte Carlo programs can be validated, tuned amdfaroved before the actual comparison
with data will be pursued.

Many of the interesting final states at the Tevatron and LH@lire the production of & boson
and multiple jets. Recently the NLO calculation for the lagroduction of final states consisting ofla
boson and 3 jets has been completed by two groups, one retahe full colour information[[17,122],
the other using a leading-colour approximation![18,26]126his calculation provides, for the first
time, a reliable prediction foWW + 3 jet production both at the Tevatron and at the LHC. Searétie
new physics will of course benefit from these new achievesainhce they allow for a more detailed
understanding of one of the major backgrounds to beyondd&tdriModel signals.

At NLO, the dependence on the renormalization and facttorzascales is greatly reduced from
that at LO. It has been noted that the use of some scales in lcOlatons forIV + 3 jets can result
in significant shape differences with NLO calculations. @ogely, the use of other scales at LO can
mimic the results obtained at NLO. In Ref. [17] it has beenvahthat the use of a scaléi-) equal to
the scalar sum of the missing transverse energy and thevéaesenergies of the lepton and all jets in
the event reproduces the shape of the NLO calculation at k@émy relevant kinematic distributions
of a typicall¥ + 3 jet analysis, i.e. search cuts are applied in favod#/gbroduction in association with
jetsi=1 Dynamically generated scales, such as obtained with ghlbéviLM or CKKW procedures [129],
are typically much smaller thaH. They usually are identified by backward clustering proceduhat
locally analyze the relative transverse momenta (or smgjleantities) of pairs of hard matrix-element
partons. As well known in QCD, the scale of the coupling stidaé determined by the relatiye- of a
branching that occurred in the perturbative evolution. ésthe case of optimal scale choices at LO, a
similar improved agreement with NLO predictions can be eebil by combining these dynamical scale
schemes with the necessary Sudakov rejection or rewegbfievents that are described by tree-level
matrix elements of higher order. Advantageously, thesehiag approaches are largely independent of
the kinematical cuts applied. Nevertheless, it is intémgsto try to understand why the two different
procedures for setting the scales lead to similar resultscoOrse, an NLO prediction fobl” + 3 jets
provides a better description of the cross section and kities) but experimenters are mostly confined
to the use of LO predictions, where the full event can be satedl.

In Figure[17, we show the scale dependence for incluBive + 3 jet production at the LHC
(10 TeV) at LO and NLO. The cross section at NLO has a small@lestependence than at LO as ex-

pected. The maximum cross section occurs near a scaigyqfbut is stable for a fairly wide range above
that value. The LO cross section, of course, decreases wminally with increasing scale, but the slope

¥Contributed by: S. Héche, J. Huston, D. Maitre, J. Winter @a@anderighi.

20An optimized scale setting in the context of resumming libars inPP — V + jets has been also discussed in Hef. [264]
where the authors arrived at similar conclusions, but ssiggkas a scalgmﬁv + mﬁadr/zl wheremnu.q: is the hadronic mass
of the final state.
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Fig. 17: Scale dependence of thé™ + 3 jet inclusive production at the LHC (10 TeV) at LO and NLCheTlower panel
displays theK-factor. The cuts used are given in Section 12.2 At NLO thelilegcolour adjustment procedure has been
applied.

is less steep for larger scales. As can be seen in Figure lchtiee of a renormalization/factorization
scale such a&myy places thé? + 3 jet cross section in a region where the variation of thessection
with scale is reduced. (An examination of the scale deperelabove and below the limits of this plot
shows the usual parabolic scale dependence.) For typikasds/af H7, of the order oR2...4myy, and
cuts as given below, the LO and NLO inclusive cross sectigiidave a similar magnitude, i.e. the total
K-factor (NLO/LO) tends to be close to unity.( ... 1.25) [17,28].

12.2 Event generation parameters and description of the calilations

In this study we are comparing predictions for the productbl?V’ ™ bosons in association with 3 or more
jets at LHC energies of 10 TeV, i.&P — etv, + 3 jets at ordeaéEDa’; wherek > 3. We consider
the vector boson to decay leptonically into a pairedfv,., hence all cross sections are given with the
corresponding branching ratio taken into account. For aunarison, we apply cuts typical for signal
studies. We require jets to have transverse momenta> 30 GeV and pseudo-rapiditigsg;| < 3. Jets
are defined according to the SISCone jet algorithm [265] Witk = \/An? + A¢2 = 0.5 and merging
parameterf = 0.5. For the leptonic sector, we cut on the lepton transverse emtum,pr . > 20 GeV,
the lepton pseudo-rapidityy.| < 2.4, the missing transverse energyy > 15 GeV, and the vector-
boson transverse mass;rw = +/([pr.e| + [prv])? — Pre + Pry)? > 30 GeV; we however do not
impose lepton isolation cuts.

For all programs, we use the following parameters for thenegeneration: the processes® —
etv, + n partons are calculated taking the quarks to be masslesgtefarethe top quark, which is
not considered. For the value of (m~), we employ the fit result as given by the respective PDF. At
NLO (LO) the as() values are evaluated from two-loop (one-loop) running. Wieboson mass is
set tomyy = 80.419 GeV, its couplings to fermions are calculated fromgp (mz) = 1/128.802 and
sin? Oy = 0.230; the CKM matrix is taken to be the identity matrix.

The different calculations used to obtain tHé" + 3 jets predictions of this study have been
accomplished in the following way:

e BLACKHAT+SHERPA[17,105]122]:

51



We have used two programs for this comparison: the virtuatrim&lements are evaluated
by BLACKHAT [105]. The real part is computed within theHSrRPA framework [132] us-
ing an automated Catani—Seymour dipole subtraction|[166,267]. The phase-space inte-
grations are entirely handled byHBRPA All subleading colour contributions have been in-
cluded in the calculation. The renormalization and faetion scales are commonly set to
Hyp = > partons ETp + ETe + ET,, Which is determined dynamically on an event by event
basis. The sum runs over all partons in the event, regardfesbether they will pass the jet cuts.
This prevents a jet-algorithm and cut dependency on the stadice. At LO, summing over the
transverse energies of the jets is equivalent to summirgetbhbthe partons.
ROCKET[18,26/109]:

We closely follow Ref.[[26] and perform calculations in theading-colour approximation. The
calculation relies heavily on the framework provided by M@ FL74] and uses one-loop ampli-
tudes as calculated in Reff, [112]. We employ the Catani—$eymiipole subtraction [168, 266] to
compute the real emission corrections. The details of th@amentation are given in [18, 126].
We use the leading-colour adjustment (aLC) procedure iestin the latter paper to correct for
deficiencies of the leading-colour approximation, to thteBb(possibI The renormalization
and factorization scales are chosen to be equal and givereliyainsverse energy of th& boson,

which has been defined dsry = ,/m%v +p%,w- The top quark is assumed to be infinitely
heavy; the running of the strong coupling therefore evaldat the five-flavour scheme.

SHERPA [132]:

For the $IERPA event generation, we have used version 1[2.0 [8]incorporates a new strat-
egy for merging tree-level higher-order matrix elements @arton showers, which we denote
here as ME&TS (matrix-element & truncated-shower) merd@6Q-+-271]. This approach im-
proves over the CKKW method owing to the incorporation of asistent treatment of local scales
that occur, on the one hand, in the matrix-element cal@aratiand, on the other, in the parton
showering. To ensure the strict ordering of the shower dimiytruncated shower algorithms are
necessary for the ME&TS approach to work properly. As a tabid systematic uncertainties of
the ME&TS merging are greatly reduced with respect to CKKVé Neve generated predictions
from samples that merge matrix elements with upMga* = 2 + 3,2 + 4,2 + 5 particles, i.e.
PP — etv, + n partons wheres = 0,..., Nyi&* — 2. Notice thatVy}2* denotes the maximum
number of final-state particles of the matrix elements. Rerdvaluation of the PDF scales, the
default scheme of ME&TS has been employed. It is based ord#mification of the most likely
2 — 2 interaction that may lead to the act@al> 2+n matrix-element final state; the factorization
scale is then chosen according to the kinematics ofZhat2 core process [26@ Scales of the
strong couplings are entirely determined by the ME&TS dthar. The merging scale has been
set toQ.,t = 28 GeV (to have it somewhat lower than the jet threshold). As for the compari-
son to the NLO results, the most relevameRPA prediction relies on théVyii* = 2 + 4 merged
sample, since it contains the real-emission matrix elegient3 and 4 extra partons. For this case,
we therefore have varied the default scales identified byMB&TS algorithm by factors ofl /2
and2P4 This leaves us with an estimate of the theoretical uncdytainthe ME&TS results.

We would like to stress the major differences between thierdift approaches: for the NLO case, the
calculations only differ in their treatment of colour (fudblour for BLACK HAT+SHERPA vs. leading
colour for ROCKET) and choice of scalesHy for BLACKHAT+SHERPA vs. Epy for ROCKET). In

2Briefly described, one multiplies the NLO results (both thitual and the real part) by an overall adjustment parameter
that is determined as the ratio of the full-colour over thadiag-colour cross sections at LO.

Z2Effects induced by hadronization and the underlying evenemot been taken into account. Their impact is tiny, furthe
more we are not going to compare distributions at the partalel.

2In most cases, the scale is set by $h& of the identified2 — 2 core process.

ZMore exactly, in the case of reduced scales, weiget= 0.5 N E4TS | but usedur = 0.8 M P4TS for reasons of avoiding
too low PDF scales in the shower evolution.
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the SHERPA case, it is evident that the virtual correctionsito™ + 3 jets are not completely taken into
account, they only enter in an approximate way through Soxeikem factor terms at leading-logarithmic
accuracy. The scales cannot be set globally as in the NLQ@le#iluns, they have to be determined and
set locally.

In addition to the predictions outlined above, we show UO™ + 3 jet parton-level results for
two different choices of a common factorization and rendization scaley = ur = ug, defined by
p? = H andp? = B}y, = md, + p%W These results have been produced with the tree-level
matrix-element generator@ix [272] by making use of the IB=RPA event-generation framework.

In order to carry out a useful comparison, we tried to keepgiigeration parameters as common
as possible among the different calculations. For exanipleur main set of comparisons we use the
same PDF, CTEQ6M withs(mz) = 0.118, for both the NLO and LO predictions in order to separate
any differences induced by PDFs from those resulting froemtiatrix elements. In all other cases the LO
computations employ the CTEQ6L and CTEQ6L1 PDF sets it z) = 0.118 andas(mz) = 0.13,
respectively[[2, 171].

12.3 Results of the comparison

Before we discuss differential distributions, we list inbl@3 the inclusivee™ v, + 3 jet cross sections
for LHC energies of 10 TeV that we have obtained from all cltions outlined above. This gives us
the possibility of rescaling the different results to thedkeT (aLC) NLO cross section, such that we
can comment on shape differences in the differential thstions separately. The LO cross sections
generated with ©Mix and given in Tablel5 vary by more than a factor of 2 for différecale and PDF
choices. At NLO this reduces to a 20% effect. This is stilltgubignificant, but can be understood as a
consequence of the different scale choices used in the NldDlations: theE)7 - choice of ROCKET s
found to yield average scalégr r) ~ 120 GeV, whereas thél - choice used by BACK HAT+SHERPA
generates considerably larger average valygesr) ~ 390 GeV. This is more than a factor 3 higher.
A change of 20% over such a largerange seems reasonable, taking into account that the NL€3 cro
section shown in Figule 17 already drops by about 10% betd26rGeV and 240 GeV. The variation
among $1IERPAS ME&TS cross sections (about 75% at most) turns out to bdlsn@mpared to what
we find at LO. One should bear in mind that the two estimateslerermined differently, for ME&TS,
through varying the scales by constant factors and, for Dease, by choosing different dynamic though
global scales. The ME&TS cross sections decrease by anliofatar of 35% when including matrix
elements with larger numbers of partons. The correctiorimas weaker when adding in the 5-parton
contributions (15% compared to 23% in the first step) indiicatas expected, a stabilization of tHé™

+ > 3 jet cross sections of the ME&TS approach. The scales chogdmebME&TS procedure reflect
the localpr at each vertex of the hard interaction and will almost alwaysmaller thari7. Nominally
this results in a larger LO cross section and thus a smé&lléactor, but the Sudakov rejection applied
with ME&TS reduces the resultant cross section to sometsingller than that obtained at NLO (similar
to that found at LO, cf. Tablel 38.6 pb vs.17.3 pb).

For the LO and ME&TS calculations, we also give results at@difrom Run Ilkr jet finding
usingD = 0.5 [170]. They are, in all cases, larger than their respecti®C8ne counterparts. Interest-
ingly, the parton-shower corrections included by the ME&mWErging make the results from the two jet
algorithms look very much alike, including the shapes ofdtiierential distributions presented belBtl.

The main set of differential distributions of our comparatstudy is presented in Figures| [8}-21.
For the comparisons with&CKET, we restrict ourselves to the distributions available i2g]L We also
include new distributions only comparingLBck HAT+SHERPA with the ME&TS approach. For the

Note that thé¥ boson mass is taken as a parameter and not reconstructethiamomenta of the decay products.
281t turns out that already at the ME&TS parton level, beforevsring, the differences between the two jet algorithme sta
to wash out.

53



Order and Specifics of calculation

LO CowmiIx Cowmix CoMix
pu = Epw, CTEQ6L1 = Erw, CTEQ6L uw= Hp, CTEQ6L
37.1pb 28.7 pb 17.3 pb
43.8 pb €1 jets) 33.8 pb &7 jets) 20.6 pb &7 jets)
NLO ROCKET (aLC) BLACK HAT+SHERPA
1= Erw, CTEQ6M w= Hrp, CTEQ6M
34.2 pb 28.6 pb
ME&TS || SHERPA SHERPA SHERPA

Nyt =2+ 3, CTEQ6L | Ny =2+ 4, CTEQ6L Npax — 2 4 5, CTEQ6L

20.1pb (CTEQ6M)
14.3 pb (1 — MME&TS . 2)

24.3 pb 18.6 pb 15.8 pb
24.7 pb (1 = pMEETS /9)
24.4 pb &7 jets) 18.8 pb €7 jets) 16.0 pb €7 jets)

Table 5: Inclusive=* v, + 3 jet cross sections as obtained from the different caicuia used in this study. For cuts, parameter
settings and details of the calculations, cf. Sediion]1Prdt stated otherwise, the SISCone jet algorithm [265] feentused

to identify the jets. Thé Run Il jet finder [170] has been applied for evaluating thessrsections labelledk’r jets”. The
“aL.C” label expresses the fact that we have usedtRET's adjusted leading-colour result [126].

latter, we always show, as the default, the predictionsioéthfrom theN{j* = 2 + 4 merged sample
using the CTEQ6M PDF. Although the cross sections differ bygua 10%, see Tablg 5, we did not
discover any significant shape alterations induced by &imitcto the CTEQ6L PDF set.

In Figure[I18, we show the transverse momentum (left panel$)paeudo-rapidity (right panels)
distributions for the three leading jets i ™ + > 3 jet production. The two NLO predictions agree well
with each other for all threpr and the leading-jety distributions, in spite of the different scales used
for each calculation; this is another manifestation of th@uced scale dependence at NLOESPAS
ME&TS 7 curves are in good agreement with the NLO prediction(s).sTéwel of agreement is also
found for the first two hardest jets, for the third jet it dedemore on the details of theHERPAME&TS
generation. To this end we have added the predictions (tigteen lines) from thé&V{ii* = 24-3 merged
sample in the second- and third-jet plots. As can be seen when omitting the contributions of &aé-r
emission matrix elements with four extra partons, the apoading transverse-momentum distributions
fall below that of the NLO calculations, most noticeably floe third-jetpr spectrum. Once the matching
is extended taVyi&* = 2 + 4, the SHERPA prediction for the second jet improves with respect to the
NLO results, while the one for the third jet lies above thoseig at NLO.

To get an idea of the impact of parton showering, we can apdhyg matrix-element final states of
the SHERPAMEG&TS events (before they undergo showering) and plot ithistions at the hard-process
level, i.e. parton level, which we have labelled by “ME-IEvim the plots. In the top left panel of
Figure[18, we added the ME-level prediction (dotted turgadine) to the first-jepr spectra. Itis in
remarkable agreement with the NLO prediction afABK HAT+SHERPA over the entire range of the
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Fig. 19: Hr and Hr jets distributions in inclusivd?V * + 3 jet production at the LHC. NLO predictions obtained fromagk -
HAT+SHERPA (black line) and RCKET (red line) are compared to LO results fronsSRPAUSing the ME&TS merging. All
curves have been rescaled to thedXeT NLO cross section of Tab[g 5; theLBck HAT+SHERPA prediction is used as the
reference; cuts and parameters are detailed in Sdcfioh 12.2

spectrum. As expected, the soft and collinear emissionedatiithe hard processes slightly soften the
distribution such that the lowe¥; bins lie somewhat above the ME-level curve. There is almogiffect

for bins of largepr as expected from IR-safe observables describing hard $atsilar differences are
found between SERPAS parton-shower- and ME-level curves for thig- observable presented in the left
panel of Figuré_T9 where we use the definitiiy = > ... pr.; + pre +pT With or without shower
effects included, all three predictions disagree for |By values. Compared to the single-jets, the
Hr observable takes the leptons as well as multi-jet multiiglarcorrelations into account; it therefore
contains more detailed information about the structurenefdvents. Apparently, these correlations and
the generation ofX) 4-jet events are described differently by the three cakouhs. To gain more insight,
one may investigate how the transverse momenta of the \&jis are correlated. For largér, the
BLACKHAT+SHERPA and ME&TS results agree quite well whereas thedRET curve lies lower. A
similar behaviour has been observed|in][17] where disfidmst for both scale choice&; and Erw
have been compared. The right panel of Fidure 19 displaydfthes distribution, which does not
include the lepton and missing transverse momentum. Asroddén thepr spectrum of the third jet,
here as well, the prediction from thé{ii* = 2 4 3 (V" = 2 + 4) merged sample lies below (above)
the BLACKHAT+SHERPA curve.

Figure[20 shows in the top row the positron transverse-mamnemmnd rapidity distributions. The
agreement between the different curves is rather satisfacthis is also true for the missing transverse-
momentum distribution shown in the lower left part of Figldé® Here we do not anticipate larger differ-
ences between the two NLO scale choices and the ME&TS appraadhe plotted variables are directly
related to thel/ boson decay. In the lower right of Figure]20, the transverserges of the recon-
structed?” boson are comparéd. The clear difference at lowitr v between the BACK HAT+SHERPA
and SHERPA ME&TS curves is explained by the fact that the showers in #itet approach broaden
the reconstructed mass peak of fheboson. This is nicely confirmed by the ME-level result (ddtte
turquoise line) extracted as before from the ME&TS mattixagent final states.

?’Note the difference with the scalér = > partons ET.p + Er.e + B, chosen for the BACKHAT +SHERPAresults.
ZNote that unlike in the scale choice, we here constfigty by using the invariant mass of the neutrino and positron pair
instead of the fixedny value. This is the reason for the non-vanishing distrimgibelow 80 GeV.

56



W + 3 jets incl. production : p L of e’ W* + 3 jets incl. production : y ofe  *

; 1 T ‘ 1 T ‘ 1 T ‘ 1 T ‘ 1 T ‘ 1 T ‘ T — 95 T ‘ TTTT ‘ TTTT ‘ TTTT ‘ TTTT ‘ TTTT ‘ TTTT ‘ TTTT ‘ TTTT TTT1]
Qo e ]
@ —— BlackHat+Sh ) le= A = F —— BlackHat+Sherpa, scale= A ]
Q 1 _ R:ccket.at;ca\srf?p zcaafemgv e 4 o 9F .... shepa, ME&TS (N e=2vd) ! E
'-é .. Sherpa, ME&TS (N "™ =2+4) ] ) 8.5k E
VE ] B Yt ]
& 4 ° £ 3]
g ] 8 8 E
5 L 2750 E
o 2 £ ]
° o B
g0t e E 7F =
8 F 1 = ]
o [ ] 6.5F E
L J 6F =
I LHC 10 TeV = 551 LHC 10 TeV E
- ‘ Il Il Il ‘ Il Il Il ‘ Il Il Il ‘ Il Il Il ‘ Il Il Il ‘ Il :\ I ‘ I ‘ - ‘ I ‘ I ‘ e ‘ I ‘ - ‘ I ‘ I \:
“—102—}}}\“‘\“‘\“‘\“‘\“‘\‘ Y= 5\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\H‘\\\\‘\\\\‘\\\\‘\\\
9] ]
= 02 - = 0.2
13 R e e T i A
T Lo R T s e
O O
g/ _027 L L L ‘ L L L ‘ L L L ‘ L L L ‘ L L L ‘ L L L ‘ L é _0.27\ Ll ‘ L1l ‘ Ll | ‘ L1l ‘ L1l ‘ I ‘ L1l ‘ Ll | ‘ L1l ‘ L1
20 40 60 80 100 120 140 -2 -15 -1 -05 O 0.5 1 1.5 2
p,, [Gev] Y,
W™ + 3 jets incl. production : p Lof v W™ + 3 jets incl. production : E _of W™
; T ‘ T T ‘ LI ‘ T T ‘ T T ‘ T T ‘ T T ‘ T ; T ‘ T T T ‘ T T T ‘ T T T ‘ T T T ‘ L |
o —— BlackHat+Sherpa, scale= A, L [ — BlackHat+Sherpa, scale= R
% 1 = — Rocket, scale = (p :W+ m2)* E g 1 N S:ecrpa‘a ME;‘II:[)Sa(Nsﬁii2+4) u .
=2 = .. Sherpa, ME&TS (NMWE”=2+4) b =3 £ Sherpa, ME&TS(Nf‘:zm), ME-level 3
2 L ] B r ]
2 El = 1 W [ e ]
5~ k= g W = E
o ’; F Ty b
\E 1071 — ~ L l—' 4
k3 E 3 g T
& F ] 31072 \_‘—|_l?
© r ] o E T
i LHC 10 TeV | 10°F LHC 10 TeV B
w5 102 5 e R I e S
Q 02k 4 o ]
= [ - 02 E
o H ] [ L 3
0 = T — T @ O I T Bl
[ ‘_'_' A |—|— [ Eor e T T IR
S E ©-02- i el
g/ L L ‘ L L L ‘ Ll L ‘ L L L ‘ L L L ‘ L L L ‘ L L L ‘ L] é E L V ‘ L L L L ‘ L L L L ‘ L L L L ‘ L L L L ‘ L L L L 3
20 40 60 80 100 120 140 50 100 150 200 250 300
p,, [Gevl Erw [GeV]

Fig. 20: Thepr and rapidity spectra of the lepton (upper left and right}, tleutrino’spr spectrum and the reconstructdd™
transverse-energy distribution (lower left and right) melusivee ™ v, + 3 jet production at the LHC. NLO predictions as given
by BLACKHAT+SHERPA (black line) and RCKET (red line) are compared to LO results froniERPA using the ME&TS
merging. All curves have been rescaled to tt@dRETNLO cross section, cf. Tablg 5; theLBck HAT+SHERPAprediction is
used as the reference; for cuts and parameters, see Je2itbn 1

We complete our main comparison by presentif shapes as given by the NLO computation of
BLACKHAT+SHERPA and the ME&TS approach implemented iRERPA The results for the geometric
separations between the lepton and leading jet as well agbetpairs of the three hardest jets are shown
in Figure[21. The predictions of both calculations are inaekable agreeme

As we have seen in Figufe]18, larger deviations between th® Bihd ME&TS predictions ap-
pear in the third-jet transverse-momentum difd;.s distributions. For these observables, we present
in Figure[22 scale variations of the ME&TS default scheme escdbed in the B8ERPA paragraph of
Section_12.2 The SERPA shapes turn out to be rather stable varying not more than 2DBé. refer-
ence curves given by IB\CK HAT+SHERPA remain outside the uncertainty band. For a more conclusive
statement, one should however also investigate the rodsstof the NLO shapes under standard scale
variations.

2In contrast to using SISCone jets, it turned out thatthget algorithm tends to identify more events of lawR separation.
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Fig. 21: Pairwise geometric separations between the legnidrnardest jet (upper left panel) and the three hardeshj&ts™ +
> 3 jet production at the LHC. BacK HAT+SHERPAresults at NLO (black lines) are compared to those o 8PAS ME&TS
merging. The normalization is still given byd®KET's NLO cross section of Tab[g 5; theLBck HAT+SHERPAprediction is
used as the reference; for cuts and parameters, see Jezithn 1

Finally, we turn to compare LO vs. NLO results for a subsetligarvables of our main compari-
son. We select those exhibiting the largest shape diffeierihepr spectra of the hardest three jets, the
Hr s distribution and thed R separation between the leading and next-to-leading jekef &hich are
shown in Figuré 23. The LO predictions using the scale chpiee E7 - lead in all cases to significant
differences from the corresponding NLO predictions; jetpheing narrow inR-space are predicted too
low while thepr and Hy spectra are too hard. Conversely, the LO predictions ugirg Hr as a scale
are observed to produce relatively good agreement with NQtfe third-jetpr and Hr ;s shapes.
The spectra for the leading and next-to-leading jets howewershoot the ones given at NLO although
they are softer with respect to those arising from the- E7 v, scales. TheA R, curve has improved
for low separations, still remains below the NLO result. td#ion to the pure LO predictions, we have
added to ther spectra the coupling-reweighted LO results (LO, localespghs presented in Ref. [126].
They have been obtained at LO by purely reweighting theah#trong couplings by those identified
throughkr backward clustering. The implementation used_in [126] islose spirit to the CKKW pro-
cedure([278,274]. The results look very similar to the rissat LO usingH as a scale, somewhat worse
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for the pr spectrum of the third jet. Compared to Figliré 18 where we st®eMME&TS results, one
can conclude that the Sudakov rejections are the other tanpongredient of the merging approach to
improve the shapes of distributions and make them look argito those at NLO. The parton showers
of ME&TS only correct in the soft/collinear phase-spaceioes.

12.4 Conclusions and outlook

We have presented a comparison of predictionsifor + > 3 jet production at the LHC with/s =

10 TeV between the NLO programsLBCK HAT+SHERPA and ROCKET and the ME&TS method of
tree-level matrix-element plus parton-shower merging@démented in 8ERPA. This is the first time
that results for this final state have been compared to edmdr. oDespite the different inputs to these
calculations, we have found an overall satisfactory age#namong the various predictions for the
pr andn shapes of jet and lepton distributions, and the jet—jet andepton AR correlations. The
largest shape differences, of the order of 20% and 40%, ereiaghe third-jetr; and H distributions,
respectively. These uncertainties might still be worrisom the context of supersymmetry searches
where Hr is utilized as a major discriminating variable. As a mattefast, the scale dependence on
inclusive cross sections is considerably reduced at NL@;sdill has to be careful to what extent the
higher-order correction improves the predictions for mexelusive observables. The question for the
“right” choice of scale(s) remains a tricky one to answeluiggg more detailed studies.

As shown in Ref.[[1l7], choosing the factorization and reraimation scales equal to the trans-
verse energy of th&l” boson can lead to unphysical (negative) results in the édgome distributions.
The effects at Tevatron energies are far less dramatic, easatiige of the dynamical scales is much
smaller there. It would be suggestive to extend our comparis include higher transverse-energy bins
in the plots to assess the potential danger offilg; scale choice.

The inclusivelV ™ + > 3 jet cross sections given by the three computations vary dstvg4.2 pb
for ROCKET, 28.6 pb for BACKHAT+SHERPA and 20.1 pb for BErRPAS ME&TS implementation
(with merging up to 4 jets). The neglect of subleading coloamtributions in the RCKET calculation
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Fig. 23: Comparison between NLO predictions as given hp®& HAT+SHERPA (black lines) and RCKET (red lines) and
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has been estimated to be less thar@%herefore, at NLO the main reason for the deviations cdgtain
lies in the unequal scale choicesy as used in RCKET and Hy as used in BACK HAT+SHERPA,
generating rather different average values for theand ur scales. The cross section given by the
ME&TS merging in $HHERPAIs of leading-order nature, however, compared to the purdekaviour, it

is more stable under the variation of scales and inclusidreetlevel matrix elements of higher order.

The LO kinematic shape distributions resulting fréfa scales, rather thafr - scales, resemble
more closely those at NLO. In particular, we have observétively uniform differential K'-factors for
the third-jetpr and theH variable. HenceHH seems to serve as a scale that more correctly describes
the overall hardness of the hard-scattering process. Immmn there is satisfactory agreement among
the NLO predictions, even with the use of different scalelsilevthere can be significant disagreement
between LO and NLO predictions unless care is taken withliloéce of the scales. Also, as a whole, the
performance of the LO predictions is worse than thatieE 8PAs ME&TS merging. With sufficient tree-
level matrix-element information, the ME&TS merging pretithns given by SERPA agree (in shape)
with the NLO ones, indicating that the use of the correct Ilacale at each vertex mimics, to some
extent, the full NLO behaviour. That similar results areaibéd with the two very different scales is
very interesting, and deserves further investigation {hassible in this short write-up. It would be also
very interesting to investigate the agreement between th® Bnd ME&TS computations in a more
detailed study that could include scale variations, d#ifePDF choices and jet algorithms as well as a
larger set of multi-particle correlations.
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13. COMP.ARISON OF T-CHANNEL 2 — 3 PRODUCTION AT NLO WITH COMPHEP SAM-
PLES[]!

Single top quark production was recently observed for tre fime by the DO[[275] and CDF_[276]
collaborations at the Tevatron proton-antiproton collideFermilab. Two Feynman diagrams for single
top quark production at a hadron collider are shown in [Eig. (23 the leading order2(— 2) exchange
of a¥ boson between a light quark line and a heavy quark line, anthéb@ — 3) process where this
b quark explicitly comes from gluon splitting. Diagram (a)akso referred to as single top production
in the 5-flavor scheme because it utilizes thguark parton distribution function (PDF) in the proton.
Diagram (b) is also referred to & -gluon-fusion or single top production in the 4-flavor scledmecause
the PDF of the gluon is required rather than the PDF obtheark. While the2 — 3 process (b) is one of
the NLO corrections to the LO process (a), it is an importamtdbution and the dominant contribution
when explicitly requiring three reconstructed jets.

A calculation of t-channel single top quark production atlin the2 — 3 scheme is now
available, based on the MCFM NLO calculation [277]. Thishie first calculation providing)(a)
corrections to the spectatérquark from gluon splitting in the t-channel process. Herecompare the
distributions of this spectatdr quark with t-channel single top samples generated with the@HEP
SingleTop generator [278, 279]. These samples are usedebphexperiment, for example in the
observation of single top quark production [275].

In the CompHEP generation, bath— 2 processes (egh — ¢'t, Fig.[24(a)) an@ — 3 processes

*The estimate has been taken from a comparison of full- ardigacolour NLO cross sections fé¥ + 1, 2, 3 jet produc-
tion at Tevatron energies.
3lContributed by: R. Schwienhorst, R. Frederix and F. Maltoni
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—__ spectator b

Fig. 24: Feynman diagram ferchannel single top quark production, in the+ 2 scheme (a) and thie— 3 scheme (b).

(egqg — q'tb, Fig.[24(b)) are included. Th2 — 3 process is relevant when the spectataguark

is central and at highyr and can be observed in the detector. Phe» 2 processes start from &
qguark parton distribution function (PDF) and are relevahew the spectatdr quark is soft and cannot
be observed in the detector. These two contributions nedxk toombined to provide one inclusive
simulation sample. In the CompHEP matching approach![278], 2oth samples are processed by
PYTHIA [280], and thepr distributions of the spectatérquark produced by PrHIA are matched at a
given spectatob quarkpr threshold. Below this threshold, tle— 2 sample is used, whereas above
the threshold, the — 3 sample is used. The threshold is chosen to produce a srpediistribution,
typically between 10GeV and 20GeV. In this particular exbnipis at 17 GeV. The CompHEP sample
was generated at a top quark mass of 172.5GeV, using the CTERDG- set[[171].

The MCFM samples were generated at a top quark mass of 1706a&tha CTEQ6M PDF set.
There is a small difference in top quark mass between the avgpkes, but this has a negligible impact
on the spectatds quark kinematics.

i
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Fig. 25: Comparison of ther of the spectator quark ittchannel single top quark production between the MCFM 3 NLO
calculation and CompHEP interfaced tg 1A, in linear scale (left) and in log scale (right). Each distition is normalized
to the NLO cross section.

Figure[2% shows a comparison of the transverse momeniginof the spectator quark. No cuts
have been applied. The CompHEP parton level spediaioarkp distribution has a large spike at zero
from 2 — 2 events that have no spectatoquark at parton level. The CompHEP— 3 contribution
at parton level is significantly below the MCFM calculatidihowever, once initial and final state gluon
radiation is added by YrHIA, the spectatob quark distribution agrees well with the MCFM calculation.
The main effect of PTHIA is to shift the2 — 3 contribution to the right and to fill in the low region
with the2 — 2 calculation.

Figure[26 shows a comparison of the pseudorapidity of thetafmrb quark. As explained above,
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Fig. 26: Comparison of the pseudorapidity distributionta spectator quark ittxchannel single top quark production between
the MCFM2 — 3 NLO calculation and CompHEP interfaced tgHIA.

the CompHEP parton level distribution consists onlR ef> 3 events, but even here the agreement with
the NLO calculation is reasonable. ThgIA output again agrees well with the NLO calculation.

We have also calculated the acceptance for a spectataark cut ofpr > 20 GeV and a pseudo-
rapidity cut of|n| < 2.8, following the approach of Ref. [281]. We obtain an acceptaaf 31.6% for
the PrTHIA output samples, in good agreement with the MCFM NLO calanig281].

In summary, we have presented a comparison of spediajoark int-channel single top quark
production between the CompHEP parton-level event gemenaterfaced to PTHIA and the MCFM
NLO calculation of the-channel2 — 3 process. We find good agreement between theHPa output
and MCFM for the spectatdrquark kinematics.

14. TUNED COMPARISON OF NLO QCD CORRECTIONS TO pp — ZZ+jet+X PRO-
DUCTION AT HADRON COLLIDERS

14.1 Introduction

The complicated hadron collider environment of the LHC iesginot only sufficiently precise predic-
tions for the expected signals, but also reliable ratesdormlicated background reactions, especially for
those that cannot be entirely measured from data. Among lsackground processes, several involve
three, four, or even more particles in the final state, rendeghe necessary next-to-leading-order (NLO)
calculations in QCD technically challenging. At the praxsoLes Houches workshops this problem
led to the creation of a list of calculations that are a ptyofor LHC analyses, the so called "experi-
menters’ wishlist for NLO calculations” [14+-3]. The proceadass of 'electroweak gauge-boson pair with
a hadronic jet’ made it to the top of this list. Among other ggsses of that class, which have been
addressed in earlier works|[4--6, 282], the procgss— ZZ+jet+X is of interest, for example as a
background process tl+jet with the Higgs boson decaying into a pairtbosons.

First results on the calculation of NLO QCD corrections/tg +jet production have been presented
in Ref. [4]. A second calculation is in progress [283] withmeoresults already presented in Ref. [284].
In the following the key features of these two independeftutations are described and results of an
ongoing tuned comparison are presented.

14.2 Descriptions of the various calculations

At leading order (LO), hadroni& Z+jet production receives contributions from the partoniogesses
qq — Z7Zg,q9 — ZZq,andqg — ZZ g, whereq stands for up- or down-type quarks. All three channels

32Contributed by: T. Binoth, T. Gleisberg, S. Karg, N. KauerSanguinetti and S. Dittmaier, S. Kallweit, P. Uwer.
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are related by crossing symmetry.

The virtual corrections modify the partonic processes éinatalready present at LO. At NLO these
corrections are induced by self-energy, vertex, box (44)pand pentagon (5-point) corrections, the lat-
ter being the most complicated loop diagrams. Apart fromfficient handling of the huge amount of
algebra, the most subtle point certainly is the numericstiple evaluation of the numerous tensor loop
integrals, in particular in the vicinity of exceptional @easpace points. The two calculations described
below employ completely different loop methods. Some offittzee already briefly reviewed in Refl [2],
where more details on problems in multi-leg loop calculagi@nd brief descriptions of proposed solu-
tions can be found.

The real corrections are induced by the large variety of @sses that result from crossing any pair
of QCD partons i) — ZZqggg and0 — ZZqqq'q into the initial state. Here the main complication
in the evaluation is connected to an efficient phase-spaegration with a proper separation of soft and
collinear singularities. For the separation of singulasithe two calculations both employ the subtraction
method [285] using the dipole subtraction formalism of @atand Seymour [168].

The calculation of DKU[[283,284]

This calculation is actually based on two completely inadwjemt evaluations of the virtual and real
corrections, referred to as DKU1 and DKUZ2 below. Thebosons are taken to be on shell since the
discussed results do not depend on the details of/tldecays. Both evaluations of loop diagrams are
performed analogously to the calculations for the relatemtgss ofliV 1/ +jet production, which are
discussed in Refs.[4} 5].

The first calculation essentially follows the same strataiggady applied to the processesttfl

[187] andti+jet [177] production: The amplitudes are generatedAgynArts1.0 [286] and further
processed with in-houskathematicaoutines, which automatically create an outputFortran The

IR (soft and collinear) singularities are treated in dimenal regularization and analytically separated
from the finite remainder as described in Refs. [187]287]e PphAntagon tensor integrals are directly
reduced to box integrals following Refs. [100, 101]. Box dader-point integrals are reduced a la
Passarino—\Veltman [133] to scalar integrals, which aigeeitalculated analytically or using the results
of Refs. [95, 288, 289].

The second loop calculation is based fégynArts3.4 [149] to generate the diagrams affdrm-
Calc6.0 [148] which automatically producd=ortrancode. The reduction of tensor to scalar integrals
is done with the help of théoopToolslibrary [148], which also employs the method of Réf. [101{ fo
the 5-point tensor integrals, Passarino—Veltman [133licédn for the lower-point tensors, and thé&
packagel[150, 290] for the evaluation of regular scalargraks. The dimensionally regularized soft or
collinear singular 3- and 4-point integrals had to be adddtiis library.

The first calculation of the real corrections employs arnedytresults for helicity amplitudes ob-
tained in a spinor formalism. The phase-space integragipeiformed by the multi-channel Monte Carlo
integrator [291] with weight optimization [292] that hasgmewritten inC++and tested in the calculation
of W +jet. More details on this calculation and some numericsiiites can be found in Ref. [284].

The second evaluation of the real corrections is based dtesog amplitudes calculated with
MadgrapH164] generated code. The code has been modified to allovindoextraction of the required
colour and spin structure. The latter enter the evaluatfaheodipoles in the Catani—Seymour subtraction
method. The evaluation of the individual dipoles was penied using aC++library developed during the
calculation of the NLO corrections fat+jet [177]. For the phase-space integration a simple mapping
has been used where the phase space is generated from atisgpétiing.
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The calculation of BGKKS [7]

This calculation is based on two independent sets of angigitexpressions: one generated manually
starting from the Feynman graph representation, the otbimguQGRAF [151]. Both representations
employ the spinor helicity formalism of Ref. [293]. Polai®n vectors have been represented via
spinor traces, i.e. kinematic invariants up to global pkadgy obtaining an analytical representation
for the full amplitude, we aim at promoting simplificationavanalytical cancellations. Especially we
employ that, apart from the rank one case, all pentagon tentegrals are reducible, i.e. can directly
be written as simple combinations of box tensor integrats.tke remaining tensor integrals we employ
the GOLEM-approach [13[7,146,147]. In this approach, tleeai$-dimensional IR finite box functions
allows to isolate IR divergences in 3-point functions. We B®RM [138] and Maple to obtain tractable
analytical expressions for the coefficients to the emplaoseidof basis functions for each independent
helicity amplitude, and to further simplify them. The bagiactions are evaluated using the GOLEM95
implementation[[102]. We note that for the reduction of bogdlogies one obtains the same result as
with the Passarino-Veltman tensor reduction [133] 288]orié fully reduces all tensor integrals to a
scalar integral representation, the difference betweertwln approaches results from the treatment of
the pentagon integrals and the use of finite 6-dimensionaflotctions.

To treaty; we employ the 't Hooft-Veltman scheme [294, 295], where tHeare split into a 4-
dimensional part that anti-commutes withand a commuting remainder. As is well known, to take into
account differences between the QCD corrections to axigbveind vector currents, a finite renormal-
ization has to be performed. To enforce the correct chiratsire of the amplitudes, a finite counterterm
for the axial part is included in the used gauge boson vesea €.9. Refs. [296—2098]):

i «
Vg ~ 907" + Z59a7"75 With Z5=1-Cp ="

We calculate withV; = 5 and neglect quark mass effects. Our virtual amplitudes heen
verified by comparing two independent internal implemeatet, both generated using the GOLEM
reduction. We have verified that the relative contributiéig@phs with quark loops to integrated results
is typically well below 1%. We therefore neglect this cobtiion. To calculate numerical results for
the virtual contributions we employed the OmniComp-Dvepgaskage, which facilitates parallelised
adaptive Monte Carlo integration and was developed in timest of Ref. [299]. We use the SHERPA
implementation[[132, 267, 3D0] to calculate numerical itsdior the finite real corrections contribution.
All amplitude and dipole contributions have been verifiethtlyh comparison with results calculated
with MadDipole/MadGraph [164, 166] and HELAC [193, 196].

14.3 Tuned comparison of results

The following results essentially employ the setup of R&f. [The CTEQG6([171, 197] set of parton
distribution functions (PDFs) is used throughout, i.e. @BE1 PDFs with a 1-loop runnings are taken

in LO and CTEQ6M PDFs with a 2-loop running in NLO. In the strong coupling constant the number
of active flavours isV; = 5, and we use the default LHAPDF values leadingy{® (91.188 GeV) =
0.129783 and aN°(91.70 GeV) = 0.1179. The top-quark loop in the gluon self-energy is subtracted
at zero momentum. The running of is, thus, generated solely by the contributions of the ligynrk
and gluon loops. In all results shown in the following, thaaemalization and factorization scales are
set toMyz. The top-quark mass s, = 174.3 GeV, the masses of all other quarks are neglected.
The weak boson masses arg;, = 91.188 GeV andMy = 150 GeV. The weak mixing angle is set
to its on-shell value, i.e. fixed by?, = 0.222247, and the electromagnetic coupling constant is set to
a = 0.00755391226.

We apply thek jet algorithm of Ref.[[199] with covariank’-recombination scheme and =
0.7 for the definition of the tagged hard jet and restrict the sxense momentum of the hardest jet by
PT,jet > 50 GeV.
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[Murol?/e* /g2 [GeV ]

(T AA

BGKKS 9.081603376311467 - 104
DKU1 9.081603376315696 - 104
DKU2 9.081603376315669 - 104
dd — ZZg

BGKKS 1.892589730735170 - 10~3
DKU1 1.892589730736050 - 103
DKU2 1.892589730736046 - 10~3
ug — 42Zq

BGKKS 1.687614989680196 - 104
DKU1 1.687614989680182 - 104
DKU2 1.687614989680173 - 104
dg — ZZg

BGKKS 3.516959138773490 - 104
DKU1 3.516959138773458 - 104
DKU2 3.516959138773441 - 104
gu — LZg

BGKKS 1.319241114194492 - 10~°
DKU1 1.319241114194495 - 10~°
DKU2 1.319241114194489 - 10~°
gd — ZZg

BGKKS 2.749274639763224 - 10~°
DKU1 2.749274639763229 - 10~
DKU?2 2.749274639763217 - 10~°

Table 6: Results for squared LO matrix elements at the pbpaee poinf(49).

14.3.1 Results for a single phase-space point
For the comparison the following set of four-mome(ta p., p,, p.) [GeV] is chosen,

‘f ( pg = (250, 0,0, —250),
g (125.9335600344245, —81.91900733932759, —15.22986911133704, —24.52218428963296),
pﬁf = (201.2131630027446, 37.57875773939030, —105.1640094872687,140.3561672919824),
1w
5 = (

(49)
where incoming and outgoing particles are labelled asvald,2 — 3,4, 5.

Table[& shows some results for the spin- and colour-summeared LO matrix elements, where
no factor1/2 is included for the two identical bosons in the final state. The results of the two groups
agree within about 13 digits.

In order to be independent of the subtraction scheme to téRabvergences, we found it useful
to compare virtual results prior to any subtraction. Théx;) contribution to the virtual, renormalized
squared amplitude is given by the interference betweerdéxax and one-loop virtual amplitude, which
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CBOS [Gev—2] Cgorm1+2 [Gev—2] Cgerm?: [GGV_2]

wu — L2g

BGKKS 2.571718370986939 - 10~%  2.771274006707126 - 10~6
DKU1  2.571718370988091 - 10~%  2.771273991103833 - 1076  3.301195986341516 - 10~
DKU2  2.571718370988072 - 10~%  2.771273991102529 - 1076 3.301195986341134 - 10~

dd — ZZg

BGKKS 5.335637852921577 - 107*  3.553804947755081 - 10~°
DKU1  5.335637852923933 - 107°  3.553804924505993 - 107% —7.625169350877288 - 10~°
DKU2  5.335637852923915 - 107®  3.553804924504350 - 107% —7.625169350877653 - 106

ug — 42q

BGKKS 3.455303690923093 - 10~% —1.575277709579237 - 106
DKU1  3.455303690940059 - 10~% —1.575277712403393 - 106 —1.899597362881991 - 106
DKU2  3.455303690940080 - 10~ —1.575277712403507 - 1076 —1.899597362882020 - 10~ 6

dg — ZZg

BGKKS 7.182218731401221 - 1074 —2.134836868278616 - 10~°
DKU1  7.182218731436469 - 10~% —2.134836871947412 - 10~%  3.857433911012773 - 106
DKU2  7.182218731436517 - 104 —2.134836871947570 - 10~  3.857433911012694 - 10~ 6

gu — LZg
BGKKS 7.284079447744509 - 107° —3.877856878313408 - 1076

DKU1  7.284079439746620 - 1075 —3.877856878314387 - 1076 —5.478348291183621 - 10~
DKU2  7.284079439746720 - 1075 —3.877856878314465 - 1070 —5.478348291184200 - 10~7

gd — ZZg

BGKKS 1.505448756089957 - 1075 —4.839140375435081 - 10~6
DKU1  1.505448754415003 - 1075 —4.839140375436319 - 1076 3.379222628266236 - 10~ "
DKU2  1.505448754415026 - 1075 —4.839140375436448 - 1076 3.379222628265571 - 10~"

Table 7: Virtual corrections of the bosonic contributiotfse fermionic contributions of the two light generations ( = 0),
and the fermionic contributions of tH# generation#u, = 0, m; = 174.3 GeV) at the phase-space pointl(49).

we denote schematically as
1 1
2Re{M}k/ . MLO} = e4g§f(/$ren) (C_2€_2 + C_1E + CO) s (50)

With f(pren) = D'(1 + €) (42, /M2)¢ and the number of space—time dimensidhs= 4 — 2¢. In the
following we split the coefficients of the double and singtdepand for the constant patt, 5, c_1, and
¢o, into bosonic contributions (“bos”) without closed fermitbops and the remaining fermionic parts.
The fermionic corrections are further split into contriloms from the first two generations (“ferm1+2”)
and from the third generation (“ferm3”).

The results orry obtained by the different groups typically agree witBin12 digits; the agree-
ment between DKU1 and DKU2 results turns out to be witha-14 digits The values of, for
the different channels are collected in Table 7 accordinthéosplitting stated above. The coefficients
of the poles have not been compared numerically since theetiation of divergences can be checked
analytically.

3BGKKS show only one result in Tablé 7, but our internal congzar of two independent implementations of the virtual
amplitudes yielded agreement of 9-16 significant digitsafbcontributions at two test phase space points.
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pp — ZZ+jet+X @ LHC orolfb] onvol[fb] ONLO,excl[fD]

BGKKS 2697.82[42] 3644.5[3.0] 2627.5[3.0]
DKU 2697.81 [18] 3644.6 [1.0] 2626.3 [1.1]
pp — ZZ+jet+X @ Tevatron oy1,0 [fb] O’NLo[fb] UNLO,oxcl[fb]
BGKKS 745580 [00] 83.665[62]  78.824[62]
DKU 74.5664[76] 83.751[47]  78.915 [47]

Table 8: Results for contributions to the integratéd+jet cross sections at the LHC and Tevatron in LO and NLO. Only
bosonic loop corrections are included here in the virtual, pa. all fermion loops are neglected.

pp — ZZ+jet+X @ LHC pp — ZZ+jet+X @ Tevatron
BGKKS DKU BGKKS DKU

Obornlfb]  2580.60 [39]  2579.91[55] 70.0581[83]  70.056 [23]
& eonlfo] 918.62 [54]  917.59[39) 16.578 [24] 16.592 [17]
oreallfd]  —82.9[2.4] —82.79[72] —11.143[26]  —11.092 [36]
Orealexcllfb]  —1099.9(2.4]  —1101.09[76] —15.983[26]  —15.928[36]
Ovirt, bose+1[D] 228.1[1.7] 229.92 [34] 8.171[50] 8.1950 [88]
Ovirt, ferm 1-+2[0] —17.864 28] —0.07527 [11]
O virt, ferm 3[f0] 6.750 [16] 0.18600 [14]

Table 9: Results for the born, sum of theand P insertion operators, dipole subtracted real emissionginie sum of bosonic
loops and thd insertion operator and fermion loops contributions to titegrated” Z+jet cross sections in NLO at the LHC
and Tevatron.

14.3.2 Results for integrated cross sections

Table[B illustrates the agreement of the LO and NLO crossasecfor the LHC fp, /s = 14 TeV) and
Tevatron pp, /s = 1.96 TeV) calculated by both groups with the setup defined abowe.tiie NLO
observable labelled by ’excl’, a veto on2ad hard jet pronajer < 50GeV) has been applied in the
real-correction contribution.

Table[9 provides individual contributions to the NLO crosstson in Tablé B, as well as the contri-
bution of the fermionic loops to the integrated NLO crosgisee—again subdivided into contributions
of the two light generations and the third one—, which havebe®n taken into account in the cross
sections of Tablg]8. However, their size turns out to be walhly the percent level, so that they may be
neglected on the experimentally required level of accuracy

We note that we also compared cross sections for differeaie sshoices and distributions and
found agreement.

14.4 Conclusions

We have reported on a tuned comparison of calculations oNtti® QCD corrections taZ Z+jet pro-
duction at the LHC and Tevatron. For a fixed phase-space,gb@virtual corrections obtained by both
groups using different calculational techniques agredetdvel of10~® or better. The comparison of
full NLO cross sections, which involve the non-trivial igration of virtual and real corrections over the
phase space, shows agreement at the permille level.
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15. W PAIR PRODUCTION: NNLO VIRTUAL CORRECTIONS WITH FULL MA  SS DEPEN-
DENCEP

15.1 Introduction

One of the primary goals for the LHC is undoubtedly the disggwf the Higgs boson which is respon-
sible for the fermions and gauge bosons mass and also pdreahéchanism of dynamical breaking
of the Electroweak (EW) symmetry. Another important aim flee LHC is the precise measurement
of the hadronic production of gauge boson pais\V, WZ, ZZ, W+, Z~, this in connection to the
investigation of the non-Abelian gauge structure of the 8Wpair production,

g > Wrw-, (51)

plays an essential role as it serves as a signal process igetireh for New Physics and also is the
dominant irreducible background to the promising HiggsoN®ry channel

— H > W*W* = ol 52
pp (52)

in the mass rangé/y;..s between 140 and 180 GeV [301].

The process is currently known at next-to-leading order @Yllaccuracy[[302—308]. The NLO
corrections were proven to be large enhancing the tred-lgvalmost 70% which falls to a (still) large
30% after imposing a jet veto. Therefore, if a theoreticdineste for the W pair production is to be
compared against experimental measurements at the LHOsdwind to go one order higher in the
perturbative expansion, namely, to the next-to-nexetwing order (NNLO). This would allow, in prin-
ciple, an accuracy of around 10%.

High accuracy for the W pair production is also needed wherptbcess is studied as background
to Higgs production in order to match accuracies betweeamssignd background. The signal process for
the Higgs discovery via gluon fusiopg — H, as well as the proced$ — WW — [5l' are known
at NNLO [309+318], whereas the EW corrections are known hdyeLO [319]. Another process that
needs to be included in the background is the W pair produatithe loop induced gluon fusion channel,

g9 — WTW~. (53)

The latter contributes &b (a?) relative to the quark-anti-quark-annihilation channel istnevertheless
enhanced due to the large gluon flux at the LHC [320} 321].

The first main difficulty in studying the NNLO QCD correctiofier W pair production is the
calculation of the two-loop virtual amplitude since it i® a» 2 process with massive external particles.
We have already computed the virtual corrections at the biggrgy limit [322-324]. However, this is
not enough as it cannot cover the kinematical region cloglreshold. Therefore, in order to cover
all kinematical regions we proceed as follows. We performeapdexpansion in the W mass around
the high energy limit which in combination with the methodrafmerical integration of differential
equations[[325-327] allows us the numerical computatiotheftwo-loop amplitude with full mass
dependence over the whole phase space.

34Contributed by: G. Chachamis.
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15.2 The high energy limit

The methodology for obtaining the massive amplitude in gl lenergy limit, namely the limit where
all the invariants are much larger than the W mass, is sirtol#ine one followed in Refs, [328,329]. The
amplitude is reduced to an expression that only containsall smmber of integrals (master integrals)
with the help of the Laporta algorithm [330]. In the calcidatfor the two-loop amplitude there are 71
master integrals. Next step is the construction, in a fulliomatised way, of the Mellin-Barnes (MB)
representations [331, 332] of all the master integrals lnyguheMBrepresentation packagel[333]. The
representations are then analytically continued in thebmrmof space-time dimensions by means of the
MB packagel[334], thus revealing the full singularity struetuAn asymptotic expansion in the mass
parameter (W mass) is performed by closing contours andtegrials are finally resummed, either with
the help ofXSummer [255] or thePSLQ algorithm [335]. The result is expressed in terms of harmoni
polylogarithms.

15.3 Power corrections and numerical evaluation

The high energy limit by itself is not enough, as was mentibhefore. The next step, following the
methods applied in Ref, [336], is to compute power corrextion the W mass. Power corrections are
good enough to cover most of the phase space, apart fromgtomneear threshold as well as the regions
corresponding to small angle scattering.

We recapitulate here some of the notation of Ref. [324] fanpleteness. The charged vector-
boson production in the leading partonic scattering precesresponds to

q(p1) +q(p2) — W (p3,m)+ W7 (ps,m), (54)

wherep; denote the quark and W momenta ands the mass of the W boson.

We have chosen to express the amplitude in terms of the Kinersiables: andm which are
defined to be

2
'm:_fv mszﬁv (55)
s s
where
s=(p —i—pg)2 and t = (p; — p3)2 —m?. (56)

The variation then of: within the range[1/2(1 — §),1/2(1 + §)], where = /1 —4m?/s is the
velocity, corresponds to angular variation between thevéod and backward scattering.

It should be evident that any master integté] can be written then as

l
M; = M; (mg,x,€) = Y _ € T;;(my, x), (57)
j=k

where the lowest power afin the sum can be-4.

The crucial point now is that the derivative of any Feynmaagnal with respect to any kinematical
variable is again a Feynman integral with possibly higheves of denominators or numerators which
can also be reduced to masters from the initial set of mastegrals. This means that one can construct
a partially triangular system of differential equationstlie mass, which can subsequently be solved in
the form of a power series expansion, with the expansionnpatier in our case beings following the
conventions above.

Let us differentiate with respect ta, andz, we will then have respectively

ms

d
d—TnsMi(msvmve) = Zcij(mmx?‘{) Mj(m&x?‘{) (58)
J
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and

dac i(mg,x,€) Z (Mg, z,€) Mj(mg,x,€) . (59)
We use Eq.[(58) to obtain the mass corrections for the masadgslating the power series expansion up
to orderm!! (see also Ref[[336] for more details). This deep expansion should be sufficient for
most of the phase space but still not enough to cover the vdllolved kinematical region. The way to
proceed from this point is to numerically integrate the sysbf differential equations.

In particular, we choose to work with the masters in the fofrR@. (57), where the dependence
is explicit. We can then work with the coefficients of theerms and accordingly have

d
ms—— dm msa Z ms> (msa x) (60)
and d
l'd ms> Z m87 (ms,x), (61)

where the Jacobian matricg$! and.JX have rational function elements.

By using this last system of differential equations, one abiain a full numerical solution to the
problem. What we are essentially dealing now with is anahitialue problem and the main require-
ment is to have the initial conditions to proper accuracye Tiitial conditions, namely the values of
the masters at a proper kinematical point which we callahipioint, are provided by the power series
expansion. The initial point has to be chosen somewhereeititjh energy limit region, where:, is
small and therefore, the values obtained by the power sar@egery accurate. Starting from there, one
can evolve to any other point of the phase space by numericaéigrating the system of differential
equations Eqsl(60) and (61).

We parametrise with a suitable grid of points the region eltwsthreshold and then we calculate
the masters for all points of the grid by evolving as desdipeeviously. Given that the master integrals
have to be very smooth (we remain above all thresholds) ome&iss, after having the values for the grid
points, interpolation to get the values at any point of tiggae. We use 1600 points for the grid and take
as initial conditions the values of the master integral®i@tgointm, = 5 x 1073, x = 1/4. The relative
errors at that point were estimated not to excéed'®.

The numerical integration is performed by using one of thestmamlvanced software packages
implementing the variable coefficient multistep method EHACK) [337]. We use quadruple precision
to maximise accuracy. The values at any single grid pointeapobtained in about 15 minutes in average
(with a typical 2GHz Intel Core 2 Duo system) after compdatiwith the Intel Fortran compiler. The
accuracy is around 10 digits for most of the points of the .gtids also worth noting that in order to
perform the numerical integration one needs to deform timdozw in the complex plane away from the
real axis. This is due to the fact that along the real axistlaee spurious singularities. We use an elliptic
contour and we achieve a better estimate of the final glolat by calculating more than once for each
point of the grid, using each time different eccentriciti€sids of solutions can actually be constructed,
which will be subsequently interpolated when implementeg@art of a Monte Carlo program.

We will not present here any results as this is only a reportvork in progress. The aim here
was to describe the numerical method, the results of theysuilll be presented in detail in a future
publication [338].

15.4 Conclusions

W pair production via quark-anti-quark-annihilation isiarportant signal process in the search for New
Physics as well as the dominant irreducible background er af the main Higgs discovery channels:
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H — WW — 4 leptons. Therefore, the accurate knowledge of this prosesssential for the LHC. Af-
ter having calculated the two-loop and the one-loop-squeirtual QCD corrections to the W boson pair
production in the limit where all kinematical invariantsedarge compared to the mass of the W boson
we proceed to the next step. Namely, we use a combination eép expansion in the W mass around
the high energy limit and of numerical integration of diffatial equations that allows the computation
of the two-loop amplitude with full mass dependence ovewthele phase space.

16. A SIMPLE RADIATION PATTERN IN HARD MULTI-JET EVENTS IN AS  SOCIATION
WITH A WEAK BOSON

16.1 INTRODUCTION

The all-order QCD radiative corrections to processes inugl QCD scattering of two partons are known
in the very exclusive limit of large invariant mass betweaantehard (in transverse momentum), produced
parton [339=3411]. The simplification of kinematic invarisum this limit restricts the dependence of par-
tonic cross sections to transverse components of the peodpa&rticles only. This simplification permits
the all-order inclusive corrections to be calculated taalditpmic accuracy through the BFKL evolution
equation[[34R]. The evolution variable can be taken as tpiglitst length between the two scattered par-
tons, and the evolution is driven by additional emissioniclviinas a flat density in rapidity. This picture
immediately leads to the expectation of a correlation betwibe length of evolution (i.e. rapidity differ-
ence between the most forward and most backward jet) andvédrage number of hard partons. Such
a correlation was quantified for both the production of dijahd!W +dijets in Ref.[343, 344] using an
exclusive, recursive solution to the BFKL equation. Witttie simple BFKL picture, this correlation is
process-independent (up to effects from the parton dehsitgtions) and applies to all processes which
at lowest order allow a colour octet exchange between twitesea partons.

The correlation between the rapidity span of the event aadatlerage humber of hard jets was
observed also in the framework for all-order perturbativerections developed in Ref. [345-348]. This
framework is based on approximating the all-order pertiivbacorrections in a simple formalism which
reproduces the all-order, exact result in the limit of laingariant mass between all produced particles,
but crucially without succumbing to the many kinematic apgmations necessary within BFKL in order
to arrive at a formalism depending on transverse scales only

The increase in the jet count with increasing rapidity spaiien the forward and the backward
jet has two simple origins: 1) the opening of phase spaceaiation in-between the jets, and 2) the
ability of the process to radiate in the rapidity intervalheTfirst point will be identical for all dijet
processes, and indeed for all Monte Carlo descriptionetieHowever, processes differ on the second
point, giving rise to different radiation patterns for ecglour singlet and colour octet exchanges [349].
However, in the current contribution we will concentrate @rsingle process, namely -production
in association with at least two jets, and compare the dagsmni of several observables as obtained
in different approaches. The observables will be describethe next section, followed by a brief
discussion of the calculational models in Secfion 116.3pfeefve present the results of the comparisons
in Sectio 20.4

16.2 OBSERVABLES

The relevant rapidity observable for exploring the comielais the rapidity difference between the most
forward and most backward perturbative jet, which we withde byAy. Note that this is not necessarily
the rapidity difference between the two hardest (in trarsyenomentum) jets in the event.

In this contribution we studied the following observablesjich all test the description of the
expected increase in hard radiation with increasing
1. The average number of hard jets vergug

35Contributed by: J. R. Andersen, M. Campanelli, J. CampbelCiulli, J. Huston, P. Lenzi and R. Mackeprang.
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) L dowiniets for the inclusive production of W plus two, three or four jets
OW +njets dAy

3. The exclusive rates in bins of increasing rapidity span.

16.3 Calculational Models

In this work we compared the modelling &F +dijets obtained in a variety of generators, each based
on different underlying perturbative models. Four main mledvere used: pure parton shower (PS)
calculations, matched PS calculations, NLO W+dijet (adémgnted in MCFMI[[350]), and the scheme
for resumming hard, perturbative corrections discusseReh [345+348], which we will refer to as
High Energy JetgHEJ). While we refer the reader to the literature for theatipsion of the two lat-

ter approaches, we will here briefly describe the generatfoevents used in the PS and PS+matched
calculation.

e Shower Monte Carlos. This category is represented in thikwg Pythia 6.421([280], Herwig
6.510 [351] and Pythia 8.130 [352]. All these programs caxdpce W + 1 jet events at LO. They
don’t have a matrix element for W+dijet production, so thecs®l jet is produced by the parton
shower. Even though these programs are not meant at degcrhilti jet final state we believe it
is useful to check them as well in order to assess the difteewith respect to more sophisticated
multi jet calculations. Also, we found some not negligibifatences among them. The shower
formalism used in the three programs is different. Pyth#2&.has a virtuality ordered shower,
Herwig has an angular ordered shower, Pythia 8.130 has svgese momentum shower.

e Matched calculations. This category is represented by éig853]. Parton level events produced
by Alpgen were showered and matched using Herwig 6.510. \&euyged Alpgen samples for
W plus 2, 3, 4, 5 partons, with a minimupg- for partons of 20 GeV. Each sample was processed
through Herwig shower, filtering events according to the Mixdtching prescription. All samples
except for the highest multiplicity one were matched exgklg, while the highest multiplicity one
was matched inclusively. Plots resulting from the analg§ieach sample were normalized to the
cross section after the matching and then summed up.

16.4 Results

Events were produced for a 10 Te)-colllider and selected according to the following cuts o AW
decay products in thée, v.)-channel: charged leptopy higher than 20 GeV, charged lepton rapidity
between -2.5 and 2.5, missing transverse energy higher2@a@eV. In the present study, jets were
reconstructed with thé | algorithm using a pseudo-radius parameter of 0.7, minimpgnof 40 GeV
and rapidity between -4.5 and 4.5.

The average number of jets as a functiod\afis shown in Figl 27 for the 6 models considered. All
the models show a strong correlation between the averagbemoh hard jets andvy. We observe that
the prediction for the level of hard radiation with increagily is smallest for Pythia 6 and Herwig, and
highest with HEJ and the PS-matched calculation with Alpgi#ERWIG. The predictions obtained us-
ing MCFM or Pythia 8 fall in-between, with MCFM agreeing welith either HEJ or Alpgen+HERWIG
out to around 3-4 units of rapidity. Obviously, the maximuomber of jets produced in the NLO cal-
culation of W+dijets implemented in MCFM is 3, and as we waedater, the 4-jet rate peaks at around
3-4 units of rapidity. It is therefore perhaps not surpristhat the NLO calculation “runs out of steam”
in increasing the average jet count at 3-4 units of rapidityis number coincides well with the general
observation of e.g. Ref._[346] that the High Energy resunimngbroduces one hard (40 GeV) jet every
(roughly) two units of rapidity span. Therefore one coulghest the jet rate predictions obtained in the
resummation and the NLO calculation to agree up to 3-4 uritamdity, where-after the resummation
will start producing more than the maximum number of jeteva#d in the NLO calculation.

The prediction for the average number of jets vs. the rapisiitan is clearly sensitive to scale
choices. For MCFM, we usgd; = ji,, = My, in HEJ we used ; = i, =40 GeV, while the parton shower
predictions used their inherent choices. A systematicystfidhe uncertainties is clearly desirable.
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Fig. 27: Average number of jets versus the rapidity diffeebetween the forward and the backward jets.
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(c) at least four jets. Results for three generators arertego

The average number of jets obtained using MCFM is just twe the ratio of the (inclusive) 3-jet
rate over the inclusive 2-jet rate. This ratio was studieBéf. [354], but with both the 3-jet rate and the
2-jet rate calculated at both LO and NLO. Both show the sanomgtcorrelation.

The normalized differential cross-secti%%@m, for inclusive production of two, three
and four jets is shown in Fig. 28 for Pythia 8, Alpgen+HERWIGId&EJ. We observe that for increasing
jet count, the cross-section peaks at an increasinglylaaae of Ay (about 1 unit of rapidity for each
extra jet count). This is because of the opening of phaseespad is observed also in the pure tree-level
calculations. It is rather surprising how for two and thretsjall models shows a similar dependence on
Ay. However, for four or more jets clear differences appearfabt, the spectrum for 4 jets produced

with Pythia 8 peaks at the same valueXyj as for 3 jets produced with Pythia 8.
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Fig. 29: Relative exclusive jet rates for three rapidityeinvils for different generators.
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To further investigate the radiation pattern as a funciom\gfwe concentrated on three bins of
Ay and compared the distribution of the number of jets predittg the different models, as shown in
Fig.[29. It appears that the matched parton shower calonlgifedicts a larger number of three jets
events compared to both the parton shower and the high enesgynmation for all rapidity spans, and
(unsurprisingly) the pure shower (represented by PythiaaB)the largest relative weight on exclusive
two-jet events. For rapidity spans of more than three, tigh lenergy resummation predicts a signif-
icantly larger relative weight on events with four or moré¢sj¢han does Alpgen+HERWIG or Pythia
8.

16.5 Conclusions

In this contribution we have initiated a comparison of theatiption of the multi-jet configurations in

W +jets as obtained using various approximations. Specyioat have explained why there is a strong
correlation between the average number of jets and theitamlidference between the most forward
and most backward jet, and why one can expect differencésidescription of this quantity within the
generators frequently used for studying LHC physics. We tbat the observed differences obtained
in the predictions are stable against variations in bothjéh@nergy scale and the parameters used in
defining the jets. Specifically, we tried all four combinatowith a transverse momentum cut of 30 GeV
or 40 GeV, and a parameter of D=0.4 or D=0.7 for khejet algorithm. We estimate that the differences
observed in the predictions are sufficient that 2flof \/s = 7 TeV data from the first year of LHC
running can discriminate between the models.

The universal behaviour observed in all the models of a gtorrelation between the rapidity
span and the jet activity is (within the framework of Reéf. $3342]) universal for all dijet processes.
This means that information about jet vetos in e.g. Higg®hgsoduction in association with dijets can
be extracted using e.g. W+dijets as studied in this corttahu

17. NNLO QCD EFFECTSONH — WW — /v/v AT HADRON COLLIDERS
17.1 INTRODUCTION

Discovering the Higgs boson is one of the major goals of tlirdracolliders Tevatron and LHC. It has
been shown that if the Higgs mass lies in the regian ~ 2 x myw the Higgs decay proce$s — WW
serves as the most promising discovery channel. At both éielers under consideration the main
Higgs production process is gluon-fusion. There existemsite literature about this process and its
sensitivity to higher order QCD corrections [311-313]. e tfollowing we investigate the impact of
these higher order corrections in the specific case when itgsHbosons decays into a pair of W bosons,
which further decay into leptons.

17.2 CROSS-SECTIONS AT THE LHC

In this section we present the numbers for the Standard M&M) H - WW — /vlv cross-section
via gluon-fusion in proton-proton collisions at a centemedss energy of 14 TeV. As an example we
choose a Higgs mass ofy = 165 GeV, where the decay into a pair of W-bosons is dominating. It has
been shown that for a Higgs mass around that value this is ¢st pnomising discovery channel for the
SM Higgs boson at the LHC experiments.

17.2.1 INCLUSIVE CROSS-SECTION

We compute the cross-sections for a center of mass ener@geqf = 14 TeV and a Higgs mass of
my = 165 GeV using the prograrREHIP [355]. The renormalization and factorization scales areeda

%6Contributed by: G. Dissertori and F. Stéckli.
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Fig. 30: Cross-section (left) anl —factor (right) as a function of the jet-veto cut-off valp¥* for a Higgs mass ofng =
165 GeV.

within ugr = pr € [mpu/2,2my| to estimate the level of convergence of the perturbativeutation.
The numbers, together with tie-factor§1 are shown in Tati10.

| oine [b] | LO \ NLO | NNLO || KNEO | KRN0
p=mu/2 || 152.63£0.06 | 270.61 £0.25 | 301.23 £1.19 || 1.773 £0.001 | 1.974 £ 0.008
po=2my || 103.89 £ 0.04 | 199.76 & 0.17 | 255.06 + 0.81 || 1.923 & 0.002 | 2.455 £ 0.008

Table 10: Inclusive cross sections forg = 165 GeV and Ecy = 14 TeV, at various orders in perturbation theory and for
different scale choices.

As expected, the impact of the higher order correctionstiseralarge. Depending on the scale
choice the effects are betwe&i% and92% at NLO and betweef®7% and145% at NNLO. On the
other hand the uncertainty on the cross-sections undeatiariof the scales are reduced, frdiff; at
LO to 35% at NLO and18% at NNLO. This indicates that the perturbative series hassaféftciently
converged at NLO and the NNLO corrections have to be takemantount in order to get a reliable
cross-section prediction.

17.2.2 IMPACT OF A JET-VETO

Here we demonstrate that applying experimental cuts caa hastrong impact on th& —factors in
Tab.[10. As an example we apply a jet-veto. Such a jet-vetesdp reduce the background arising
from top-pair production. Jets are constructed by clustepartons into a jet when they lie within a cone
of radiusR = 0.4 and in the pseudo-rapidity ranggl < 2.5. The jet-veto procedure consists of vetoing
any event that contains at least one jet with transverse mm"eﬁft larger than some cut-off value
piete. We show the cross-section, as well as fidactors as a function of this cut-off value in FigJ 30.

It can be seen how that the (N)NLO cross-sections, and tleusaittespondind( -factors decrease
when lowering the cut-off valug}**®, while the LO cross-section stays constant. Obviouslydhisbe
understood from the fact that at LO there are no partons ptasethe final state, thus the jet-veto
has no impact on the cross-section. As a consequdkiectors close to unity are found, if the jet-
veto restricts the phase space strongly enough. In addifienscale uncertainty of the NNLO results
decreases with lower cut-offi™°. This can be understood from the fact that the jet-veto elatss

37 The K -factors are defined a& ™NLO (1) = g MNLO (1)) /61O (1)),
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phase space regions were the one(two)-real-radiatiorratizgare dominant. These diagrams however
are especially sensitive to the variation of the scales. Aerdetailed study can be found in the dedicated
papers[[31[7, 356].

17.3 CROSS-SECTIONS AT THE TEVATRON

In this section we present numbers computed for protorpeotbn collisions at a center of mass energy
of 1.96 TeV, as currently produced at the Tevatron collider at Fermi&ihce the performance of simple
cut-based analyses is not sufficient to observe or excludéd Biggs signal in those experiments, more
involved, multi-variate techniques have to be applied.idgpexamples for such techniques are Atrtificial
Neural Networks (ANN).

Such techniques have been used in the recent past in ordecltwle a SM Higgs boson in the
mass rangeny € [160GeV, 170 GeV] at 95% confidence level in a combined analysis of the two
experiments CDF and DO [357, 358]. A substantial part of tk@usion power of these analyses comes
from the decay mode discussed hefie-& WW — /vfv). Both experiments present numbers for this
mode, which allow the exclusion of a Higgs cross-sectionboiual.5 — 1.7 times the SM cross-section
at95% CL [359+361].

In what follows we present the numbers for the inclusive sresction withmy = 160 GeV, the
cross-section after a typical set of selection cuts, andsitigate the impact of the effects of the higher
order corrections on the efficiencies of such cuts and orc#&pnput variables to ANN analyses, as
used by the Tevatron experiments. Further we discuss @ickes on signal yields when braking up the
sample into jet multiplicity bins and finally provide the put of an example ANN. For a more detailed
discussion we refer to the dedicated paper [356].

17.3.1 INCLUSIVE CROSS-SECTIONS AND PRE-SELECTION

First we present the numbers for the inclusive cross—s@i@ogether with the correspondirg-factors.
The numbers are again computed using the MRST2004 PDF g&tiNdtO and MRST2001 PDF set at
LO. The uncertainty due to the choice of the renormalizatod factorization scaleg.(:= ur = ur)
are estimated by varying them simultaneously in the range [my /2,2 my] around the central value
1 = my. The quoted errors are the residual numerical uncertamiy the MC integration.

[0ic [M] | LO | NLO | NNLO [ KYO [ KNO ]
= mu/2 || 1.998 £ 0.003 | 4.288 = 0.004 | 5.252 = 0.016 || 2.149 % 0.008 | 2.629 = 0.009
p=my | 1.398+0.001 | 3.366 £0.003 | 4.630 £ 0.010 || 2.412 +0.002 | 3.312 % 0.008
p=2mpu || 1.004+0.001 | 2.661 +0.002 | 4.012 £ 0.007 || 2.651 % 0.008 | 3.996 + 0.008

Table 11: Inclusive cross sections fafz = 160 GeV in pp collisions atEcy = 1.96 TeV, at various orders in perturbation
theory and for different scale choices.

While the uncertainty from the scale variation is reduce@mboing from LO(j;*g;‘j) to NNLO

(f}gg‘j), the effect of the higher order corrections is rather lagfgNC ~ 1.4 x ¢NVO ~ 3.3 x ¢10O).

We now apply a typical set of pre-selection cuts. Such ctshaeded due to the detector geome-
try, like the limited coverage i, and in order to remove the first substantial part of backgdoevents.
The cuts we apply here are inspired by the ones applied in bbie &halysis[[359], but are not identical
to them.

1. Lepton selection: in the CDF experiment, the experimetaeptances for electrons and muons
are different. For this study we concentrate on the muon oae First, one of the final-state

38 All numbers correspond to the cross-sections for one firmaédepton combination, e.gf v~ 7.

77



leptons has to trigger the event read-out. This ‘triggetdepmust have a transverse momentum
pr > 20GeV. The pseudo-rapidity coverage of the detector for meaguiis trigger muon
is |n| < 0.8. In order to pass a further lepton selection, a second muost trel found with
pr > 10GeV and|n| < 1.1.

It is worth noting that the differences in the muon and etactecuts are rather geometric, and
should not alter the convergence pattern of the perturbairrections.

(a) Two opposite-sign leptons have to be found, fulfilling tequirements discussed above.

(b) Both leptons have to be isolated, i.e. the additionalsvarse energy in a cone with radius
R = 0.4 around the lepton has to be smaller than 10 % of the leptos\esise momentum.

(c) In order to reduce the background from b resonances,ntfeiant mass of the lepton pair
has to beny, > 16 GeV.

2. The missing transverse energy (MET) is defined as the saksom of the transverse momenta of
the two neutrinos. Then we can define the varidlleT* as

MET b >7/2

MET X sin¢g , ¢ <w/2 "’ (62)

MET* = {
where ¢ is the angle in the transverse plane between MET and thestiadrarged lepton or jet.
We requireMET™* > 25 GeV, which suppresses the background from Drell-Yan lejpi@irs and
removes contributions from mismeasured leptons or jets.

3. In order to suppress the background, we apply a veto on the number of jets in the evigts
are found using thé&r-algorithm with parameteR = 0.4. A jet must havepr > 15 GeV and
In| < 3.0. Events are only accepted if there is no more than one such jet

[0ac ] | LO [ NLO | NNLO [ KYO [ KW ]

w=mg/2 || 0.750 £0.001 | 1.410 £ 0.003 | 1.459 4+ 0.003 || 1.880 4+ 0.005 | 1.915 £ 0.025
Wb =my 0.525 £0.001 | 1.129 £0.003 | 1.383 £0.004 || 2.150 £ 0.007 | 2.594 £ 0.052
p=2myg | 0.379£0.001 | 0.903 £0.002 | 1.242 £ 0.001 || 2.383 £ 0.008 | 3.261 £ 0.048

Table 12: Accepted cross sections alidfactors after the application of all the selection cutsiofr = 160 GeV in pp
collisions atEcy = 1.96 TeV.

The numbers and th& -factors after applying these cuts are shown in Tab. 12. mpact of QCD
radiative corrections is significantly reduced when s@ectuts are applied. For = my the NLO and
NNLO K-factors are reduced byl % and22%, respectively. As a consequence, also the acceptance is
reduced, since it is defined as the ratio of the cross-seaften cuts over the inclusive cross section. At
LO about~ 37.5% of the events are accepted. At NLO, the efficiency dro@i3té — 34% and at NNLO
to 28% — 31%, depending on the scale choice.

In Fig.[31 we show kinematic distributions at different agl perturbation theory after applying
the cuts described above. Distributions like this are tgiditput variables for multi-variate analyses such
as artificial neural networks (ANN). On the left the invatianass of the charged lepton pair is shown
(mye), on the right the azimuthal angle between these leptops. (The uncertainty bands show again
the variation of the distributions under the variation & ten. and fac. scalgs The plots show a stable
behavior with respect to both, the scale variation and tluitiad of higher order corrections. This is ho
surprise, since the leptonic final state variables are npgebed to be very sensitive to the higher order
QCD corrections. This picture changes when more involvadydnic variables are under consideration.
When such variables (like the number of jets) are used, s.ghput to a ANN, care must be taken that
these variables, and especially the uncertainties on tlemwell understood and under control. This is
discussed in some detail in the next section.
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Fig. 31: Kinematic distributions obtained at LO, NLO and N®Ilin perturbative QCD. Shown are the invariant mass of the
two charged leptonsi..) and the azimuthal separation of the two charged leptorfseitransverse planéj).

17.3.2 JET-MULTIPLICITY

In an experimental analysis it might seem beneficial to @itlte experimental candidate data into dif-
ferent sub-samples, distinguishable by the number of jethe events. A possible division is the one
into the mutually exclusive '0-jet’, "1-jet’ and> 2-jets’ sub-samples. Further, for each sub-sample, a
dedicated analysis can be performed, benefiting from tHerdiit kinematic behavior, not only of the
signal, but especially for the background events (as an pbariihe '0-jet’ sub-sample suffers much less
from contamination byt events). Such a strategy is e.g. pursued by the CDF anaB&H.[ It has

to be pointed out, that, if a jet is required in all events, th@:?) calculation includes matrix elements
through NLO only. If two jets are required, only LO matrixeahents are taken into account. More im-
portantly, we find it inconsistent to use the theoreticalartainty from the inclusive NNLO gluon fusion
cross-section as the uncertainty of the samples with dejetedultiplicities other than zero.

This is illustrated in the example below. We divide the slgmrass-section into the three jet-
multiplicity bins described above, where jets are definddgua kr-algorithm, and a jet is identified as
such when it has a minimair of 15 GeV and lies in the detector regiom < 2. We now compute
the cross-sections varying the ren. and fac. scales in the irgerval, using either NNLO, NLO or LO
parton density functions ang; evolution from the MSTW2008 fit. The resulting numbers arevahin

Tab.[13.

[o [b] || LO (pdfs,a,) | NLO (pdfs,a;) | NNLO (pdfs, ) |
: +7% 4% +5%
0-!et 3'4521%,85’ 2.883;2940{% 2.707;2947&
Ljet 1‘752;%;?;0 1280 ¢ 11657500
> 24ets | 0.3367917 0.221781% 0.1967 757

Table 13: Inclusive cross-sections in the different jettiplicity bins.

From the numbers in Tab. 113 it can be seen that about 66.5% @&wnts contain no jets, 28.6%
contain 1 jet and only 4.9% contain at least 2 jets. From tladesencertainties listed in the table, the
total scale uncertainty on the expected signal yield carebenstructed as

(63)

ANinc +5% +24% +78% +14.0%
N = 66.5%- (*5%) +28.6% - (*24%) +4.9% - (V15%) = (1495,
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Fig. 32: ANN output obtained at LO, NLO and NNLO in perturlvatiQCD. The bands correspond to the variation of the ren.
and fac. scales simultaneously in the rapge [mu /2, 2 mu].

which agrees well with the- +13% uncertainty retrieved in the previous secBnThe application of
different selection cuts in the three jet-multiplicity biteads to a theoretical error estimate for the total
signal yield which is different from the value for the inclvess NNLO cross-section. To illustrate this, we
assume that after applying further selection cuts, 60%egetrents belong to the '0-jet’ bin, 29% to the
"1-jet’ bin and 11% to the> 2-jet’ binfd. Recomputing the uncertainty on the total signal yield glon
the lines of ed_G3 results in

A]\finc

inc

_ +5% +24% +78%\ _ (+18.5%
= 66% - <—9%) +29% - (—22%) +11% - <—41%> - <—16.3%) ) (64)

which is substantially larger then the errors on the ineleigiross-sections. Moreover, a more consistent
approach would be to estimate the number of '1-jett @-jets’) events using NLO (LO) PDFs and,
evolution correspondingly. This would lead to

A]Vinc

_ +5% +-24% +91%\ __ [+20.0%
Mo g (1) - (35 - (25) - (24) e

This demonstrates, that the theoretical uncertainty omtiraber of signal events for different
jet-multiplicities should not be estimated collectivetprh the scale variation of the total cross-section.

17.3.3 ARTIFICIAL NEURAL NETWORK

As a final result we present the fixed order prediction for aanegle ANN. To train the ANN we have
used events generated with PYTHIA8 [352], for the signatpses and the background processgs—
WW andpp — tt. After this training, we compute the neural-net output @hle at different orders of
perturbation theory and under the variation of the scaldsi@sly this ANN should not be understood
as a full fletched analysis. In a real analysis, there a mamg inackground processes that need to be
considered, in addition we neglect any detector effects.

The resulting plots can be seen in Higl 32. As expected, thedbihe Higgs cross-section falls
into the high-score bins of the ANN output. In addition, thghwer order corrections show a stable
behavior within the full range of the output variable. Thssniot surprising, since only 'well-behaved’,
i.e. leptonic final state variables were used as input to tN&lAHowever, this does not guarantee that

% The residual difference can be explained by the differerfE®D
40 These numbers are taken from Tables 1-3in [360].
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any ANN follows this stable behavior. Especially when valés are used, that are very sensitive to the
inclusion of higher order corrections (e.g. hadronic Vales) care must be taken. The uncertainty under
variation of the scales can be increased in specific regibtts2ecANN output, depending on the region
of phase-space that is selected by the ANN variable.

CONCLUSIONS

We have presented cross-sections for the prodess WW — {v/fv for proton-(anti)-proton collisions
at the LHC Fcn = 14 TeV) and the TevatronHcy = 1.96 TeV) colliders. We have obtained predic-
tions at different orders in perturbation theroy, from LOtopNNLO, and discussed the impact of these
higher order corrections.

As expected the corrections are large, reaching00% in certain cases. However, it turns out
that theK -factors depend on the selection cuts that are applied elsfkcial case of applying a jet-veto
the LO to NNLO K -factor can decrease to a value as lowlasFurther we discussed the uncertainties
on the cross-section arising from varying the ren. and faales. It was found that in general these
decrease when including higher order diagrams in the cationls. We also point out that care has to be
taken when dividing the sample into different jet-multiily bins. In that case, the uncertainty from the
inclusive cross-section does not describe correctly treemainty on the cross-sections in the various
jet-multiplicity bins.

Finally, for the first time we have computed a ANN output vikieat NNLO. It turned out that the
higher order corrections show a smooth behavior in our toyNANowever, when creating a ANN care
should be taken in the choice of the input variables to the AN anticipate, without proof, that the
ANN behavior will be smooth as long as all the input varialdesw a smooth behavior. This is typically
the case for leptonic final state variables, but not guaezhter hadronic variables.

18. DETERMINATION OF THE STRONG COUPLING CONSTANT BASED ONN NLO+NLLA
RESULTS FOR HADRONIC EVENT SHAPES AND A STUDY OF HADRONISATI ON
CORRECTIONS 4

18.1 INTRODUCTION

Event-shape observables describe topological propetibadronic final states without the need to de-
fine jets, quantifying the structure of an event by a singlesnes. This class of observables is also
interesting because it shows a rather strong sensitivityatironisation effects, at least in phase-space
regions characterised by soft and collinear gluon radiatihich correspond to certain limits for each
event-shape variable.

Event-shape distributions i e~ annihilation have been measured with high accuracy by a num-
ber of experiments, most of them at LEP at centre-of-masg@sbetween 91 and 206 GeV [362-376].
Mean values and higher moments also have been measureddmglsxperiments, most extensively by
JADE [377)378] andOPAL [368].

For a long time, the theoretical state-of-the-art desicnpof event-shape distributions over the full
kinematic range was based on the matching of the next-ttiigdogarithmic approximation (NLLA)
[379] onto the fixed next-to-leading order (NLO) calculatif285/380], 381]. Recently, NNLO results
for event-shape distributions became available [235,286] and lead to the first determination of the
strong coupling constant using NNLO predictions for haitr@vent shapes iei"e~ annihilations[[382].
Soon after, the matching of the resummed result in the reelgading-logarithmic approximation onto
the NNLO calculation has been performed [383] in the socecdll R-matching schemé [379]. Based on
these results, a determination of the strong coupling emstsing matched NNLO+NLLA predictions

“IContributed by: G. Dissertori, A. Gehrmann-De Ridder, Thfagann, E.W.N. Glover, G. Heinrich, M. Jaquier, G. Luisoni
and H. Stenzel.
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for hadronic event shapes has been carried[out [384], tegetith a detailed investigation of hadroni-
sation corrections. Next-to-leading order electroweakemions to event-shape distributionsdhe™
annihilation were also computed very recently [385].

A similar NNLO+NLLA study based odADE data was done in [386], while other NNLO deter-
minations ofas (M) based on only the thrust distribution were presented in/[38&].

Apart from distributions of event-shape observables, @arealso study mean values and higher
moments, which are now available at NNLO accuracy [238, 2Kments are particularly attractive in
view of studying non-perturbative hadronisation cormas to event shapes. In ref. [389], NNLO per-
turbative QCD predictions have been combined with nongpleative power corrections in a dispersive
model [390-393]. The resulting theoretical expressions lmeen compared to experimental data from
JADE andOPAL, and new values for both (M) anday, the effective coupling in the non-perturbative
regime, have been determined.

The two approaches — estimating the hadronisation coorectby general purpose Monte Carlo
programs or modelling power corrections analytically —dslight on the subject of hadronisation cor-
rections from two different sides and lead to some intengsitsights which will be summarised in the
following.

18.2 THEORETICAL FRAMEWORK

We have studied the six event-shape observables thr[884] (respectivelyr = 1 —T'), heavy jet mass
My [395], wide and total jet broadeningy, and Br [396], C-parameter[[397, 398] and the two-to-
three-jet transition parameter in the Durham algorithf[399/400]. The definitions of these variables,
which we will denote collectively ag in the following, are summarised e.g. in [235].

18.2.1 event-shape distributions
The fixed-order QCD description of event-shape distrimgistarts from the perturbative expansion

1 do o, dA ,, B 4, dC .
p dy(y,Q,u) = as(p) &y (y) +a5(p) m (y, mu) + ag(p) i (y,z,) +O(a;),  (66)
where
= _ Qs _H
aS - 27T ) xﬂ Q )

and whered, B andC are the perturbatively calculated coefficients [235] at NDO and NNLO.

All coefficients are normalised to the tree-level crossisect, for ete~ — ¢g. For massless
guarks, this normalisation cancels all electroweak cogpfactors, and the dependence[of] (66) on the
collision energy is only through, andz,. Predictions for the experimentally measured event-shape
distributions are then obtained by normalisingrigq as

1 do o) 1 do

Thad d_y(%Q”u) " 01ad (@, 1) 00 d_y(%Q”u) . (©7)

In all expressions, the scale dependence 0f determined according to the three-loop running:

9y 2m 51 InL 1 ﬁ% 9 B2
QS(M)_BO—L<1—B—3T+ﬁ3L2 (ﬁ—g(ln L—lnL—l)—i-%)), (68)

wherel = 2 ln(u/A%”)) andp; are theMS-scheme coefficients listed e.g. in [235].

We take into account bottom mass effects by retaining thesiessNy = 5 expressions and
adding the difference between the massless and massive d.Qla@ coefficientsA and B [401+404],
where a pole b-quark mass of;, = 4.5 GeV was used.
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In the limity — 0 one observes that the perturbative contribution of ordeto the cross section
diverges likea? L?*", with L = —In y (L = —1In(y/6) for y = C). This leading logarithmic (LL)
behaviour is due to multiple soft gluon emission at higheteos, and the LL coefficients exponentiate,
such that they can be resummed to all orders. For the evepesbbservables considered here, and
assuming massless quarks, the next-to-leading logadtkifiiL) corrections can also be resummed to
all orders in the coupling constant.

In order to obtain a reliable description of the event-shdig&ributions over a wide range iy it
is mandatory to combine fixed order and resummed predictiblusvever, in order to avoid the double
counting of terms common to both, the two predictions haveetmatched onto each other. A number of
different matching procedures have been proposed in gm&litre, see e.g. Ref. [405] for a review. The
most commonly used procedure is the so-called?-matching [379], which we used in two different
variants for our study o, [384]. For more details about the NLLA+NNLO matching we refiee
reader to Ref[[383].

18.2.2 Moments of event-shape observables
Thenth moment of an event-shape observaple defined by

1 Ymax do-
ny — " —dy, 69
W == /0 v (69)

whereymax IS the kinematically allowed upper limit of the observableor moments of event shapes,
one expects the hadronisation corrections to be additin ghat they can be divided into a perturbative
and a non-perturbative contribution,

") = W")pt + " )up (70)

where the non-perturbative contribution accounts for baation effects.

In ref. [389], the dispersive model derived in Refs. [3903[3%s been used to estimate hadroni-
sation corrections to event-shape moments by calculatiatytcal predictions for power corrections. It
introduces only a single new parametgy, which can be interpreted as the average strong coupling in
the non-perturbative region:

1 22

— dQ e (Q%) = ao(pr) (71)
K1 Jo

where below the IR cutoffi; the strong coupling is replaced by an effective couplingisTispersive
model for the strong coupling leads to a shift in the distiifms

do do
d—y(y) = d;’t (y—ay P), (72)

where the numerical factar, depends on the event shape, wlhitlés believed to be universal and scales
with the centre-of-mass energy like /Q. Insertion of eq.[(72) into the definition of the moments kad
to

Ymax —0y P

™ = d + a, P)"
<y > /—ayP y(y Y ) Otot dy

(y) - (73)

1 dO'pt

(y)

1 dO'pt
Ot dy

Q

ymax
[ vty aypy
0

From this expression one can extract the non-perturbatiedigtions for the moments @f To combine
the dispersive model with the perturbative prediction atllINQCD, the analytical expressions have
been extended [389] to compensate for all scale-depenelens fat this order.
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18.3 DETERMINATION OF a4 AND ag
18.3.1 «;, from distributions of hadronic event shapes

We have used the six event-shape observables listed imsE®&i2 for our fits. The measurements we
use have been carried out by tAeEPH collaboration [[362] at eight different centre-of-mass rgres
between 91.2 and 206 GeV. The event-shape distributions ei#ained from the reconstructed momenta
and energies of charged and neutral particles. The measutsimave been corrected for detector effects,
i.e. the final distributions correspond to the so-calledigiar (or hadron) level. In addition, at LEP2
energies above the Z peak they were corrected for initelestadiation effects. At energies above 133
GeV, backgrounds from 4-fermion processes, mainly from aW-production and also ZZ and+Z,
were subtracted following the procedure givenlin [362]. ERperimental uncertainties were estimated
by varying event and particle selection cuts. They are bdléwat LEP1 and slightly larger at LEP2.

The perturbative QCD prediction is corrected for hadraisaand resonance decays by means of
a transition matrix, which is computed with the Monte CarémgratorsPYTHIA [406], HERWIG [407]
andARIADNE [408], all tuned to global hadronic observables\at [409]. The parton level is defined
by the quarks and gluons present at the end of the parton showRYTHIA and HERWIG and the
partons resulting from the colour dipole radiationARIADNE. Corrected measurements of event-shape
distributions are compared to the theoretical calculatibparticle level. For a detailed description of the
determination and treatment of experimental systematedainties we refer to Refs. [362, 382].

We also made studies using the NLO+LL event generateRWIG++ [410], which will be de-
scribed in more detail below.

The value ol is determined at each energy using a binned least-squargsditiit programs of
Ref. [382] have been extended to incorporate the NNLO+NLbBkuglations. Combining the results for
six event-shape variables and eight LEP1/LEP2 centreasdsmenergies, we obtain

as(Mz) = 0.1224 + 0.0009 (stat) + 0.0009 (exp) =+ 0.0012 (had) + 0.0035 (theo) .

The fitted values of the coupling constant as found from egbape variables calculated at various
orders are shown in Fid, B3. Comparing our results to bothfithesing purely fixed-order NNLO
predictions [[382] and the fits based on earlier NLLA+NLO cdddions [362], we make the following
observations:

e The central value is slightly lower than the central valueOdf228 obtained from fixed-order
NNLO only, and slightly larger than the NLO+NLLA results. @liact that the central value is
almost identical to the purely fixed-order NNLO result coblel anticipated from the findings in
Ref. [383]. There it is shown that in the three-jet regionjakthprovides the bulk of the fit range,
the matched NLLA+NNLO prediction is very close to the fixedler NNLO calculation.

e The dominant theoretical uncertainty ap(M ), as estimated from scale variations, is reduced by
20% compared to NLO+NLLA. However, compared to the fit basegurely fixed-order NNLO
predictions, the perturbative uncertaintyrisreasedn the NNLO+NLLA fit. The reason is that in
the two-jet region the NLLA+NLO and NLLA+NNLO predictiongeee by construction, because
the matching suppresses any fixed order terms. Therefaagtiormalisation scale uncertainty
is dominated by the next-to-leading-logarithmic appreoiion in this region, which results in a
larger overall scale uncertainty in the fit.

e As already observed for the fixed-order NNLO results, thétscamong the values aefs(My)
extracted from the six different event-shape variablesulsstantially reduced compared to the
NLO+NLLA case.

e The matching of NLLA+NNLO introduces a mismatch in the cdlati®on of renormalisation scale
logarithms, since the NNLO expansion fully compensatesréinermalisation scale dependence
up to two loops, while NLLA only compensates it up to one lodp.order to assess the impact
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Fig. 33: The measurements of the strong coupling constarfor the six event shapes, gfs = Mz, when using
QCD predictions at different approximations in perturbattheory. The shaded area corresponds to the total
uncertainty.

of this mismatch, we have introduced theR(x) matching schemé [384], which retains the two-
loop renormalisation terms in the resummed expressionsttamdnatching coefficients. In this
scheme, a substantial reduction of the perturbative usiogytfrom £0.0035 (obtained in the
default In R-scheme) to+0.0022 is observed, which might indicate the size of the ultimately
reachable precision for a complete NNLO+NNLLA calculatioAlthough both schemes are in
principle on the same theoretical footing, it is the moressmative error estimate obtained in the
In R-scheme which should be taken as the nominal value, sincedsunes the potential impact of
the yet uncalculated finite NNLLA-terms.

e Bottom quark mass effects, which are numerically significaainly at the LEP1 energy, were
included through to NLO. Compared to a purely massless atialu of the distributions, the in-
clusion of these mass effects enhaneg&\/) by 0.8%.

Hadronisation corrections from LL+NLO event generators

In recent years large efforts went into the development odeno Monte Carlo event generators which
include in part NLO corrections matched to parton showelsating logarithmic accuracy (LL) for var-
ious processes. Here we USERWIG++ [410/411] version 2.3 for our investigations. Several scbg
for the implementation of NLO corrections are availabled4414]. We studied thICNLO [412] and
POWHEG[413] schemé&.

We compared the prediction for the event-shape distribstaf HERWIG++to both the high pre-
cision data at LEP1 fromALEPH and the predictions from the legacy generaY§HIA, HERWIG and
ARIADNE. We recall that the latter have all been tuned to the sameablelED observables measured
by ALEPH [409] at LEP1, which included event-shape variables sintdahe ones analysed here. To
investigate the origin of the observed differences betwhengenerators, we decided to consider the
parton-level predictions and the hadronisation correstiseparately. Discussing the full details of our
study is beyond the scope of this note; here we only mentiomesof our observationsSHERWIG++
with POWHEGYields a similar shape as the legacy programs, but diffeti@mormalisation. The other
HERWIG++ predictions differ most notably in shape from the formereTh quality of HERWIG++with

“\We use the notatioMCNLO for the method while MC@NLO denotes thprogram
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POWHEG:Is similar to the outcome of the legacy generators. Giverstimilar shape but different nor-
malisation ofHERWIG++ with POWHEG the resulting values ok, are significantly lower, overall by
3%. For further details we refer to Ref. [384].

From the study of hadronisation corrections we make theofig important observation. It
appears that there are two “classes” of variables. The fiassccontains thrust, C-parameter and total
jet broadening, while the second class consists of the heawgass, wide jet broadening and the two-
to-three-jet transition paramet®g. For the first class, using the standard hadronisation ctiores from
PYTHIA, we obtainag (M) values around.125 — 0.127, some5% higher than those found from the
second class of variables. In a study of higher moments aftesteapes [238], indications were found
that variables from the first class still suffer from sizabiéssing higher order corrections, whereas the
second class of observables have a better perturbativditgtain Ref. [384], we observed that this
first class of variables gives a parton level prediction vdthTHIA, which is aboutl0% higher than
the NNLO+NLLA prediction. ThePYTHIA result is obtained with tuned parameters, where the tuning
to data had been performed at the hadron level. This tunisigiteein a rather large effective coupling
in the parton shower, which might partly explain the largartpn level prediction oPYTHIA. As the
tuning has been performed at hadron level, this implies ttiathadronisation corrections come out to
be smaller than what would have been found by tuning a hypo#dieMonte Carlo prediction with a
parton level corresponding to the NNLO+NLLA prediction. i3imeans that theYTHIA hadronisation
corrections, applied in the; fit, might be too small, resulting in a larget (M) value. Since up to now
the hadronisation uncertainties have been estimated fierdifferences of parton shower based models,
tuned to the data, it is likely that for these event shapesitivertainties were underestimated, missing a
possible systematic shift. Such problems do not appeari$b fex the second class of variables.

We would like to mention that a determination @f based on 3-jet rates calculated at NNLO
accuracy also has been performed recently [415], with thelte, (M) = 0.1175 + 0.0020 (exp) +
0.0015 (theo), which is also lower than the one obtained from fits to distiins of event shapes.

18.3.2 «, andag from moments of hadronic event shapes

Now we turn to analytical models to estimate hadronisatmmections. The expressions derivedin [389]
match the dispersive model with the perturbative predicittNNLO QCD. Comparing these expressions
with experimental data on event-shape moments, a combieexndination of the perturbative strong
coupling constanty; and the non-perturbative parametey has been performed [389], based on data
from the JADE and OPAL experiments[[378]. The data consist of 18 points at cerftreass energies
between 14.0 and 206.6 GeV for the first five moment$' of’, Y3, My, By and By, and have been
taken from [416]. For each moment the NLO as well as the NNL&ljtion was fitted withu, (M)
andqg as fit parameters, except for the moments’gf which have no power correction and thus are
independent ofy.

Compared to previous results at NLO, inclusion of NNLO effeesults in a considerably im-
proved consistency in the parameters determined fromrdiifeshape variables, and in a substantial
reduction of the error on,.

We further observe that the theoretical error on the extaadf ag(M ) from p, Ys and By is
considerably smaller than from C' and By. As mentioned above and discussed in detail in [238], the
moments of the former three shape variables receive ma&halL O corrections for all, while the
NNLO corrections for the latter three are large alreadyrfoe 1 and increase with. Consequently, the
theoretical description of the moments®fYs and By displays a higher perturbative stability, which is
reflected in the smaller theoretical uncertaintycgs( M) derived from those variables.

In a second step, we combine thg()Mz) anday measurements obtained from different event-
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Fig. 34: Error bands at NLO and NNLO for combinations of valfier «s andag obtained from fits to moments of different

event shapes. The error an is dominated by scale uncertainties, while the largestrimriton to the error oryy comes from
the uncertainty on the Milan factor.

shape variables. Taking the weighted mean over all valuespe®y, and B, we obtain at NNLO:

as(Mz) = 0.1153 + 0.0017(exp) = 0.0023(th),
ap = 0.5132 4 0.0115(exp) & 0.0381(th), (74)

The moments oBy and B have been excluded here since their theoretical desaripgiguires an addi-
tional contribution to the non-perturbative coefficign(see eq.(72)) which is not available consistently
to NNLO.

To illustrate the improvement due to the inclusion of the NONEtorrections, we also quote the
corresponding NLO results. Based onC, p andYs, we obtain:

O (Mz) = 0.1200 + 0.0021(exp) & 0.0062(th),
ap™© = 0.4957 £ 0.0118(exp) + 0.0393(th)

We compare the NLO and NNLO combinations in Figuré 34. It carséen very clearly that the mea-
surements obtained from the different variables are cterdisvith each other within errors. The average
of as(Myz) is dominated by the measurements baseg and Y3, which have the smallest theoretical
uncertainties. From NLO to NNLO, the error en (M) is reduced by a factor of two. Analysing the
different sources of the systematical errors, we obsergthie error onvs (M) is clearly dominated by
thex,, variation, while the largest contribution to the error@ncomes from the uncertainty on the Milan
factor M [392]. Since this uncertainty has not been improved in threect study, it is understandable
that the systematic error amy remains unchanged.

87



To quantify the difference of the dispersive model to hadation corrections from the legacy
generators, we analysed the moments of (1-T) with hadrborsaorrections fronPYTHIA. As a result,
we obtained fit results fows(Mz) which are typically 4% higher than by using the dispersivedeip
with a slightly worse quality of the fit. Comparing perturivat and non-perturbative contributions at
Vs = My, we observed thaPYTHIA hadronisation corrections amount to less than half the powe
corrections obtained in the dispersive model, therebyairjrlg the tendency towards a larger value of
as(Mz), since the missing numerical magnitude of the power cdoestmust be compensated by a
larger perturbative contribution.

CONCLUSIONS

We have compared determinations of the strong couplingtanhbased on hadronic event shapes mea-
sured at LEP using two different approaches:

1. afitof perturbative QCD results at next-to-next-to-iegdorder (NNLO), matched to resummation
in the next-to-leading-logarithmic approximation (NLLAY ALEPH data where the hadronisation
corrections have been estimated using Monte Carlo evemrrgems

2. afit of perturbative QCD results at NNLO matched to nortpbative power corrections in the

dispersive model, providing analytical parametrisatiohbBadronisation corrections, tADE and
OPAL data.

We find that the second approach results in a considerablgrlealue ofa, (M ) than the first one.

We conclude that apparently there are two “classes” of eskape variables, the first class con-
taining thrust, C-parameter and total jet broadening, do®sd class containing heavy jet mass, wide jet
broadening and the two-to-three-jet transition paramE&terComparing parton level and hadron level
predictions fromPYTHIA, this first class of variables gives a parton level predictidhich is abouti 0%
higher than the NNLO+NLLA prediction, where tHeYTHIA curve has been obtained with tuned pa-
rameters, the tuning to data being performed at the hadra. & his tuning results in a rather large
effective coupling in the parton shower, such that the paldoel prediction ofPYTHIA turns out large.
This may imply that the hadronisation corrections come olid too small for these variables, resulting
in a largera (M) value. This hypothesis is corroborated by the fact thathkeretical description of
the moments of the variables thrust, C-parameter and tttérpadening displays a lower perturbative
stability.

For the moments of (1-T), we found that the legacy genergimedict power corrections which
are less than half of what is obtained in the dispersive motied large numerical discrepancy between
analytical power corrections and the estimate of hadréinis&ffects from the legacy generators suggests
to revisit the impact of hadronisation corrections on miEei QCD observables.
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19. COMPARISONS OF FIXED ORDER CALCULATIONS AND PARTON SHOW ER
MONTE CARLO FOR HIGGS BOSON PRODUCTION IN VECTOR BOSON FUSIO

19.1 INTRODUCTION

An important search channel for the Higgs boson at the LHCeist® boson fusion (VBF), which is
included in the procesgqg — qqH, where the Higgs boson is produced via the coupling to thggau

“3Contributed by: A. Denner, S. Dittmaier, M. Schumacher andMarsinsky.
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q

Fig. 35: Feynman diagrams for the procegs— qqH at leading order. Left: t-channel, middle: u-channel, tighchannel.

bosons. Feynman diagrams for this process at leading ord@epicted in Fid. 35.

The experimental signature of the VBF process consists ofstwvcalled tag-jets, which because
the t- and u-channel diagrams are dominant, tend to be irotineafd direction and in opposite detector
hemispheres, the decay products of the Higgs boson in thetesgion and due to the absence of color
flow only small additional hadronic activity in the centradtdctor region. To accurately estimate cut
efficiencies and acceptances higher order correctionsesreeat.

Higher order corrections for this process have been firduatad in NLO QCD neglecting var-
ious interference terms and s-channel contributions|[427}; and subsequently including NLO QCD
and NLO electroweak corrections inl [9,/10], where all cdntting diagrams, including s-channel dia-
grams have been taken into account. The electroweak comscire about the same size as the strong
corrections. The prediction of the total cross section hssade uncertainty of only a few per cent.

However, for the simulation of the VBF process to evaluatpeginental acceptances and cut
efficiencies, a fixed order calculation is not sufficient, duexe it does not include a parton shower,
hadronization, or an underlying event description. In expental analyses rather parton-shower Monte
Carlo generators (PS-MC) are used, which in general usedinigarder matrix elemefd. 1t is thus
difficult to make predictions of accepted cross sectiorsr ahalysis cuts when one wants to make use of
the precise higher order calculations. The accepted cemtioas are necessary to evaluate the discovery
potential at the LHC for the Higgs boson, and also, in casentbaignal is observed, to place limits on
the Higgs boson mass.

In addition to acceptance differences, the higher ordenutations can also induce differences in
the shapes of differential distributions that are used peexnental analyses. As long as no NLO PS-MC
Monte Carlo generator is available, it is only possible twomporate these by weighting the events of a
PS-MC in a way that the kinematic distributions become adlairas possible to the NLO result.

In this note the acceptances of the PS-MC Herlig [351] andeofiked order calculation in [9,10]
are compared. In addition, comparisons of differentiatriigtions of kinematic variables are made and
a possible reweighting method to improve the modeling oRBeMC is proposed.

19.2 SETUP

In the following comparisons are made for an assumed Higgerbmass 0f20 GeV and a LHC centre-
of-mass energy of4 TeV.

The fixed order results shown in the following employ the pamg used in[[9, 10] with the imput
parameters\fyy = 80.425GeV, I'yy = 2.124GeV, My = 91.1876 GeV, 'z = 2.4952GeV, G, =
1.16637 x 107°GeV~2, m; = 174.3GeV. All other input parameters are as i [9]10]. The strong
coupling constant is chosen as the same as in the used pamsitydfunction, where for the leading
order result the CTEQG6L1 s€t [1[71] and for the NLO result thR3T2004qged set [423] set is used.
Processes with external b-quark contributions are exdudeenormalization and factorization scale of

44Until very recently there was no PS-MC available combinimgNLO matrix element with a parton-shower for VBF.
Within NLO QCD such a matching has been presented recentheiPOWHEG scheme in [422].
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HUR = UF = MW is used.

As PS-MC generator Herwig 6.5100 [351] is used, using the sameuark mass as for the fixed
order result. The Higgs boson is forced to decay igtd and bothZ bosons are required to decay
into neutrinos, in order not to introduce a sensitivity te throperties of the Higgs boson decay. The
corresponding branching fractions are already removenh fitee cross sections quoted in the following
for the Herwig PS-MC. The soft underlying event probabilityHerwig was switched off.

Jets are reconstructed usinggalgorithm [198], as described in [170], with a resoluticaram-
eter of D = 0.8. For the fixed order result, all partons withig| < 5, wherey is the rapidity, are used as
input for the jet algorithm. In the case of the PS-MC all stgbérticles after hadronization with| < 5
are taken into account.

Typical experimental VBF cuts as in [420] are used, reqgiw least two jets with a transverse
momentum of at leas20 GeV and |y| < 4.5. The two jets with the highest transverse momentum
passing these requirements are taken as tag-jets. Thesagyjeais are required to be in opposite detector
hemispheresy - y» < 0) and to have a separation in rapidity of at least4 ¢ yo| > 4).

19.3 COMPARISONS
19.3.1 Accepted Cross Sections

Table 14 shows a comparison of the cross section with anadwutit¥iBF cuts along with the cut efficiency
for the fixed order calculation from [9, 10] and the Herwigtparshower generator. Compared to the full
result from [9/ 10], Herwig shows a too small cross sectiothaiit cuts. When applying the VBF cuts,
the cross section difference is much smaller. This is dubeddct that Herwig does not take s-channel
contributions to theyg — gqH process into account. When comparing to the results frofhdPpwith
the s-channel contributions excluded, the difference fm&somuch smaller.

It should be expected that when the s-channel contributoasot taken into account, the cross
section by Herwig should agree with the LO prediction fronill®] using the CTEQ6L1 PDF set. How-
ever, this is not completely the case: Without cuts, Herwigdts an about 4% smaller cross section
than the program of [9,10], and this difference increasesbtmut 9% when VBF cuts are applied. The
overall normalization difference can for example arisenfrdifferent scale choices in the Herwig parton
shower compared to the fixed order calculation. The seledfficiency of the VBF cuts is also slightly
smaller in Herwig than in the LO prediction of the fixed ordataulation. However, the selection effi-
ciency is in good agreement to the NLO result of the fixed ooddeculation. This is due to the fact that
by the use of a parton shower already parts of the higher @ateections are taken into account.

Since the selection efficiency in Herwig is the same as theirotiee fixed order calculation, the
Herwig cross section can be scaled to the one from the fixegr @alculation to obtain a prediction of
the accepted cross section.

program order PDF Ono cuts [fb] OVBF cuts [fb] €cuts [%]
fixed order LO CTEQ6L1 5406 1685 31.1
fixed order NLO MRST2004qed 5872 1665 28.3
fixed order, no s-channel LO CTEQ6L1 4216 1685 40.0
fixed order, no s-channel NLO MRST2004ged 4290 1656 38.5
Herwig LO+PS CTEQ6L1 4054 1547 38.2

Table 14: Cross sections with and without VBF cuts and cutieficies.

19.3.2 Differential Distributions

In addition to the total cross section also the shape ofrdifféal distributions is in general changed by
higher order corrections. In addition to the observablesiun the VBF cuts, this is also important for
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experimental analysis for two reasons:

e The VBF cuts are rather soft, especially the cuoiGeV on the transverse momentum of the
tagging jet. In general, additional kinematic variablée lihe invariant mass of the two tag-jets or
the difference of their azimuthal angles is used in expemtaleanalyses to extract the signal from
the background. A good modeling of these variables is thesalge.

e Recently there has been some interest in analyses thatghdg hoosted Higgs bosons with a very
high transverse momentum to discover the Higgs boson al$e diecay into bottom quarks [191,
424]. While currently no such analysis exists for the VBFdurction channel, it might be of
interest in the future. For such an analysis the accuratigiren of the transverse momentum of
the produced Higgs boson is very important.

To assess the influence of higher order corrections on thgesbidifferential distributions and
to compare the prediction of the Herwig PS-MC generator #fitked order calculation, the following
procedure has been applied: First, the VBF cuts as desciibi previous section were applied. To
compare Herwig to the LO prediction, it was decided to normeathe event sample to the LO cross
section after cuts, thus removing the 9% discrepancy thatobaerved.

The results of this comparison are shown in Fidure 36, whHerdransverse momenta and rapidi-
ties of the Higgs bosons and the tag-jets, the invariant mobfise tag-jets and the difference of their
azimuthal angle is plotted. In the lower part of the sub-&guthe ratio of the fixed order calculation to
Herwig is shown.

The shapes of the Herwig PS-MC prediction are very close eéolLiD prediction, as should be
expected, as Herwig uses a LO matrix element. The partonatdees not seem to influence the shapes
of the distributions significantly. The biggest differenc&n be seen in the invariant dijet mass of the
tag-jets, but overall the agreement is within 10%.

Compared to the NLO prediction, Herwig predicts a signiftbaharder transverse momentum
spectrum both for the Higgs boson and for the taﬁt&lso the invariant dijet mass is preferred to be
slightly larger in Herwig.

19.3.3 Reweighting of PS-MC

To partially account for the differences in the transversgmantum spectra, a simple reweighting method
has been applied, where the Herwig events are weighted tigrrgtio to the NLO prediction in only one
variable. This observable has been chosen to be the traeswrermentum of the Higgs boson, since the
differences are largest in this variable. The weights aesigo the Herwig events are chosen according
to:

C%‘H(NLO, MRST2004qed)
T
C%'H(Hewvig, CTEQS6L1)

T

(75)

The dashed Histogram in the lower part Figuré 36 (a), whidesratio between the NLO prediction
from [9,[10] and the Herwig prediction after VBF cuts, wasdiitiwith a 3rd order polynomial ipZ to
be used as a reweighting function for the Herwig events. imcfgle also the LO prediction could be
taken from[[9, 10], but the shape of the transverse momentsimidition of the Higgs boson is identical
to the one from Herwig in this case.

Figure[37 shows the comparison of the differential distitms after the reweighting procedure.
By construction, the Herwig prediction for the transversemmentum of the Higgs boson now fits exactly
the one of the NLO prediction. But due to the kinematic catiehs, also an improved description of
the tag-jet transverse momenta and to a lesser extent thgant dijet mass is obtained. The reweighted
Herwig prediction is almost everywhere within 10% of the Npdiction.

450f course the transverse momenta of the Higgs boson andghettaare correlated.
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CONCLUSIONS

Acceptances and differential cross sections in the VBFgsedave been shown to agree between Her-
wig and the fixed order result from][9,[10] in LO. The differescbetween the NLO predictions and the
LO result in differential cross sections can be partiallgeta into account by a reweighting of Herwig
events using a weight that depends on the transverse momeritine generated Higgs boson. In this
way an improved description can be obtained, though it wh@detter to have a fully merged NLO
PS-MC available. It should be noted that in the VBF procdss,electroweak NLO corrections have
comparable influence to the QCD corrections on the crosgseand on the shape of differential distri-
butions [9, 10], thus a NLO PS-MC would have to take the et®atiak corrections also into account to
give the best available description of the VBF process.
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20. A STUDY OF SMOOTH PHOTON ISOLATION: A NOVEL IMPLEMENTATI ON
20.1 Introduction

Many interesting physics signatures at the LHC involve thesence of single or multiple photons in
the final state. These photons may either be produced girdatbugh the fragmentation of a quark or
gluon, or else through the decay of a resonance - such ashe.¢iggs boson. There are backgrounds
to the measurement of photons, primarily through the fragateon of jets to a leading® or n, which
carries most of the energy of the parent parton. Photon ifiiton cuts, which examine the lateral
and longitudinal development of the candidate photon showegect much of this background, with a
typical efficiency for retaining real photons of the ordeB0Bb for photon transverse energy larger than
40 GeVlc.

A large additional rejection factor can be obtained for fleisbackground by the imposition of an iso-
lation cut on the candidate photon [425, 426]; in this igolatut, a restriction is placed on the amount
of additional energy that can be present in a cone about thtptdirection. The tighter the isolation
cut, the more background is removed from the photon carglisiatnple. The isolation cut also has the
effect of removing most of the photon contribution arisimgni the fragmentation subprocesses, but
should be structured so as to have a high efficiency for thetien of real, isolated photons. However,
a tight isolation cut also has the undesireable effect ofingathe theoretical prediction unstable, due to
the restriction of the available phase space for soft glunisgion. Typically, the isolation cut may be
formulated as requiring either the transverse energy ingtlation cone to be less than a fixed fraction
¢, of the candidate photon transverse enety, or requiring there to be less than a fixed amount of
additional energy present. The latter requirement is Bifyicused at the Tevatron and is motivated by
the fact that most of the energy in the isolation cone re$udta the underlying event (and pileup), and
so is independent of the photon ene@y

Another way to define direct photons is the so-called “demiciapproach"[[427, 428], where photons
and QCD partons are treated on the same footing when beistgoddl into jets, and direct photons are
then defined by jets containing a photon which carries a laaygion (typically more than 70%) of the

46Contributed by: L. Carminati, S. Frixione, S. Gascon-Shtld-P. Guillet, G. Heinrich, J. Huston, K. Mazumdar,D.
Majumder and E. Pilon.

“"We note here that the description of underlying events at L#@ilable in the event generators are yet to be tuned with
LHC data. Further the LHC is foreseen to be run at severalggeand thus the underlying event will vary accordingly.
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jet energy. A detailed study of this approach in the contéxhatrix element to parton shower merging
has been performed recently in [270].

Another way of framing the isolation cut is due to Frixion@2®}: a cone of fixed radiugz, (which
typically has been of the order of 0.4) is drawn around theigaxis. Then for all radiR inside this
cone, the amount of additional transverse energy, assunrieel due only to hadrons, inside the cone of
radius R is required to satisfy the following condition

Bt < f(R), (76)

where the energy profil¢ (R) is some continuous function @t, growing with R, and which falls to
zero asR — 0, typically like R?", for somen > 0. The following formi44 for f(R) has been used in
this study:

1— COSR:|” 77)

IR =6 |{ g

In the formula above¢, andn are positive numbers of order one. This isolation criteréadiows soft
gluons to be arbitrarily close to the photon direction, bedquires the energy of partons emitted ex-
actly collinear to the photon direction, to vanish. Thisdtig prevents the appearance of any final state
collinear divergence in the partonic calculation; as a ltestuprevents the involvement of any frag-
mentation contribution, insofar as the latter is treated asllinear process. This greatly simplifies the
theoretical calculation as the fragmentation part is guitmbersome to calculate at NLO; this is consid-
ered as one of the major advantages of the Frixione isolaticerion?S. It is thus an important goal to
be able to adapt both the theoretical and experimental sisatyachinery coherently at the LHC to be
able to utilize this type of isolation. This is the major nvation for this contribution.

20.2 Experimental Considerations

In order to adapt this criterion to the experimental sitoratiseveral considerations need to be taken into
account. First, because of the finite size of the calorimetdls used to measure the electromagnetic
shower, the Frixione isolation cut must be applied only lbelya minimum distance of approximately
0.1 (in{An, A¢} space). This allows a contribution from fragmentation ie ifnermost cone, and one
has to check to which extent the fragmentation componetillisgppressed. In addition, the transverse
energy in the experimental isolation cone is depositedsordie cells of finite size and this granularity
must be taken into account in the theoretical calculatidme @ontinuity criterion, initially proposed by
Frixione, has thus been replaced by a discretized versiogsisting of a finite number of nested cones,
together with the collection of corresponding maximal esldor the transverse energy allowed inside
each of these cones.

As mentioned previously, the dominant contribution to thergy deposited in the photon isolation cone
is from the non-perturbative/semi-perturbative undeyevent (UE), and, at higher luminosities, from
additional minimum bias events occurring in the same beawssing (pile-up) as foreseen in future

LHC running. These sources result in energy deposits ofrly faniform density over the area of the

detector, which are uncorrelated with the collinear fragtagon processes that the Frixione isolation cut
is designed to remove. Thus, it seems sensible to sepaeadmdtysis of the two sources of energy in the
isolation cone. Hence, a determination of the transverseggrdensity may suffice for an estimation of
the amount of underlying event/pileup transverse energiglnthe isolation cone. One convenient way
of determining this density was suggested by Cacciari,rBalad Soyez [431], in which the transverse

“8lt was namely the form used in[430] in an earlier study, With= 0.2, e; = 0.05).
“*The fragmentation contribution also requires knowledgtheffragmentation functions at high a region where they are
currently poorly known.
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energy density is calculated, on an event-by-event bagisndasuring the transverse energy in soft
jets (Er < 20 GeV) using thekr algorithm with a D-parameter of 0.5. As the harder jets are no
included in this density determination, the result is a measf the amount of energy to be expected in
the isolation cone from sources independent of the proolucif the photon. This energy can then be
subtracted, as a flat background, from the amount of enenggydfan the isolation cone of the photon
candidate, and the Frixione isolation criterion, modified the experimental granularity, can then be
run on the remaining energy distributiGf. Otherwise, to avoid the occasional possibility of arriyin
at a negative energy in the isolation cone, the UE/pileupggndetermined by this technique can be
added, again as a flat background, to the amount determiribd @xperimental analysis (along with the
density allowed by the Frixione profile). Again, it should &®mphasized that the UE/pileup transverse
energy density determined in this manner is on an eventvbptebasis, and thus independent of the
luminosity conditions or any fluctuations that may have ol in that particular crossing. Thus, to
define an isolated photon for any theoretical calculatiarly the Frixione isolation criterion needs to
be applied, as the experimental/non-perturbative sowtgansverse energy accumulation have already
been accounted for.

20.3 Implementation

It is not clear a priori what the best parameters for the Brigi isolation criterion are. For this contribu-
tion to the Les Houches proceedings, we have examined tregimopvaryinge; andn in the isolation cut
applied to single photon production in the program Jetplt32{434]. The parameter pairs examined
for (n, e;) are:

e (0.2,0.05)

e (0.2,1.0)

e (1.0,1.0)

e (1.0,0.5)

e (1.0,0.05).
We have calculated the direct and fragmentation comporfentsingle photon production, after the
imposition of the discretized version of the Frixione id@la criterion for the above parameter pairs. We
consideregp collisions at 10 TeV LHC operati and the photon transverse energy range of 60 GeV/c
to 240 GeV/c, using CTEQ66 PDFs and a common factorizaanfmalization/fragmentation scale of
pr/2 4. The radius of the outermost isolation cone around the phdiection was set tdz, = 0.4.
To simulate the detector granularity, we considered araigmi criterion made up of 6 nested cones of
respective radii:

e R1 =0.1

e Ry =0.16
e R3=10.22
e Ry =0.28
e Rs=10.34

and Rg = R, = 0.40, with the corresponding maximal valuesEf;“d allowed in each of these cones
given by

1—cosR;1"
coS R]] (78)

ElL = —
T = CsPTy [1—COSRO

*01t should be emphasized that this subtraction needs to take fndependent of the type of isolation criterion that is
applied.

®1From the point-of-view of the photon background subtrattiechniques, the comparisons presented here should be rela
tively independent of the center-of-mass energy.

52Up to small differences at NLO.

06



To carry out this study in practice, Jetphox has been modifigtae following way. The discrete Frixione
criterion has been parametrized in the form of a 2-dimeradiarray whose entries are the radii of each
of the nested cones and the corresponding maximal tramsgaesgy allowed inside each cone. The size
of the array can be varied up to a maximum of 10 and is autoalbtibandled by a Perl script. These
maximal energies are calculated as the values taken atdhie/aby a profile function which can be
specified at will by the user, and which was taken to be thetfom@resented above. The criterion has
been implemented at the level of the computation of the ghittvis used for the partonic Monte Carlo
event generation.
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Fig. 38: The Jetphox prediction for the photéh- distri- Fig. 39: The Jetphox prediction for the photdir dis-
bution, for the parameter choice = 0.2,¢; = 0.05 in tribution, for the parameter choice = 0.2,¢; = 1.0 in
the discrete form of the Frixione criterion. The triangles the discrete form of the Frixione criterion. The triangles

denote the direct component, the circles the fragmentation ~ denote the direct component, the circles the fragmentation
component. component.

Jetphox acounts for the LO and NLO contributions for bothdhrect and fragmentation contri-
butions. For the direct contribution, isolation is not k&gt at LO, since, due to transverse momentum
conservation, the recoiling parton lies opposite the phatop. At NLO, at most one of the two final
state partons can contribute to the energy in the isolatggon (the other parton recoils in the away-
side region). For the fragmentation contribution, theioetr remnants of fragmentation lie completely
inside the innermost cone of radidg = 0.1, and are accounted for in the calculation by the quantity
1 — z, wherez is defined as the fraction of the transverse energy of therfesaging parton carried away
collinearly by the photon. At NLO, the extra parton, labdll®" in the figure below (the spectator w.r.t.
the fragmentation process), can be emitted at any angler@silect to the parent parton. Hence, this 5th
parton can fall either into the cone defined By< R; , or into any of the annuli{ R; < R < Ry}
to {R5; < R < Rg}, or outside the cone defined by the maximal radi¢s The implementation of the
criterion on the fragmentation contribution amounts toftiilowing possibilities:

3 this case, the parton will fall inside the electromagmstiower created by the photon and will not be visible; dejvend

on the energy of the parton, the manner in which it hadronsesthe specific identification cuts applied to the photoa, th
presence of this parton may cause the photon to be rejected.
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o if the extra parton “5" falls inside?,, the criterion imposes

1—2z

E} +py < Ep
o if the extra parton “5" falls in the annulysk; < R < R;11},j = 1,...,5, the criterion imposes

1—2z
z

E] < Ep
1—-=2

E) +py < E%H
o if the extra parton “5" falls outside con®gs, the criterion imposes
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Fig. 40: The Jetphox prediction for the photéh- distri- Fig. 41: The Jetphox prediction for the photéh- distri-
bution, for the parameter choiee= 1,¢, = 0.05. Only bution, for the parameter choice = 1,e; = 0.5. The
the direct component is shown. The criterion was too strin- triangles denote the direct component, the circles the frag
gent for the fragmentation component to be evaluated in mentation component.
this case.
20.4 Results

The direct and fragmentation contributions are shown fer3tparameter combinations in Fi§s.][38-42.
As expected, changes in the isolation parameters haweititfpact on the direct contributions (which are
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affected only at NLO, by gluon radiation into the isolatioone), while most of the fragmentation con-
tribution can be eliminated by isolation - except with theicke (n = 0.2, ¢; = 1) for which the photon
isolation turns out to be very loose. In particular, in thadrmost cone?; = 0.1, the photon can be
accompanied by as much as 58% of the photon’s transversgyener the accompanying hadronié-

in coneR; ranges from~ 35 GeV for ], = 60 GeV to~ 138 GeV for ). = 240 GeV. The parameter
choice(n = 1, e; = 0.5) has a similar isolation effect in the innermost cone, i.efragmentation, as the
choice(n = 0.2,¢5 = 0.05) considered earler by [430], while the isolation energy [peadf the former
choice is much less stringent away from the photon’s dioectihan the latter.
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Fig. 42: The Jetphox prediction for the photéir distribution, for the parameter choiee= 1,¢; = 1. The triangles denote
the direct component, the circles the fragmentation corapbn

The comparison of th¢Direct+Fragmentatioh Jetphox predictions with predictions using the contin-
uous criterion as implemented in Frixione’s code for thevabfive parameters choicés, ¢,) are pre-
sented in Figs._4B-47. The two codes used different scalieehiq. = M = My = E7./2 for Jetphox
vs. (EJ. + EJ") /4 for Frixione respectively. Notice however that these twalss coincide at the Born
level. There may be differences at NLO between the two, thdwapefully not major ones. In addition,
Jetphox used a frozem.,,, whereas Frixione used a running,, (at the above scale choice). Frix-
ione’s choice fora.,, systematically increases the prediction w.r.t. Jetphex,tlye net effect is likely
dominated by the QCD scale dependence. The relative sizesoéffect is difficult to predict without
performing a dedicated study. Nevertheless, the two catioms yield similar results, illustrating that
the discrete form of the Frixione criterion retains the teas of the continuous criterion, at least at the
partonic level, and as long as the discrete criterion styosgppresses the fragmentation component (i.e.
all but(n = 0.2,¢ = 1) in the parameter choices considered for illustration).
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Fig. 43: A comparison of the Jetphox

{Direct+Fragmentatioph prediction for the photon
Er distribution with the discrete criterion (open triangles)
vs. Frixione with the continuous criterion (solid triang)e
for the parameter choice = 0.2, ¢; = 0.05.
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Fig. 45: A comparison of the Jetphox

{Direct+Fragmentatioh prediction for the photon
Er distribution with the discrete criterion (open triangles)
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Fig. 44: A comparison of the JetphdxDirect + Frag-
mentation} prediction for the photo®r distribution with
the discrete criterion (open triangles) vs. Frixione with
the continuous criterion (solid triangles), for the parame
ter choicen = 0.2,¢; = 1.
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Fig. 46: A comparison of the Jetphox

{Direct+Fragmentation prediction for the photon
Er distribution with the discrete criterion (open triangles)
vs. Frixione with the continuous criterion (solid triang)e
for the parameter choice = 1,¢5 = 0.5.
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20.5 Some Theoretical Issues

From a theoretical perspective, one might be concerned &yige of cone radii as small as 0.1-0.2,
for which earlier studies [435] revealed potential probderithe earlier studies were carried out for the
standard cone criterion, in the limit of a narrow core,< 1, while allowing a givenR-independent
energy deposit inside the cone. This lead to a collinearitsatysin the form of a fairly large dependence
onln(1/R), which could make the prediction unrelidbfleiniess these logarithms were resummed. With
the Frixione criterion, at least in its continuous versitiig amount of energy inside the cone is a function
of R, decreasing to O aR decreases; this correlates the energy and angular vagiabiich a way as
to prevent the appearance of collinear divergences, arsdstould avoid the concomitant appearance of
troublesome logs. Therefore, the potential problem disedsn [435] regarding the appearance of large
log R terms with the standard cone criterion, in the limit of nariwone sizesR < 1), is not expected in
the present case, even though the discretization of theoRexcriterion mimics a standard cone criterion
inside the innermost cone. In the discrete version studeed, lihe isolation in the innermost coRg is
effectively similar to the standard cone criterion WitR; , £ ); however, unlike the situation with the
standard criterion, the region outside caRe s still constrained by the isolation conditidi®R,, Fr )
and so on. This prevents any similar worrisomél /R ;) dependence from developing.

Another topic of concern might be the behaviour of the fragtaton functions into a photon (FFP)
whenz — 1, a regime which is enhanced by the requirement of a stringgetdtion. It should be
noted that the behaviour of the FFP in this regime is diffefesm the corresponding one for hadrons.
The FFP are controlled by the so-called anomalous compdndoted by the inhomogenous terms
in the DGLAP evolution equations, arising from the poikeliquark-photon coupling, and which are
in principle fully calculable in perturbative QCD. The npefturbative, hadronic part is comparatively
negligible in this regime. Unfortunately, the NLO calcudett of the FFP is plagued by large logarithms
of the formlnk(l — z), k = 1,2 coming from both homogeneous and inhomogeneous DGLAP lsgerne
and which make the predictions quantitatively unreliablBn the other hand, one expects that for the
cross sections involving an integral over the fragmentatiariablez, this sensitivity to these integrable
Iogarithmslnk(l — z) is smeared over a narrow domainzinthus yielding only a small contribution. We
therefore expect that this issue is not too troublesome.

20.6 Summary and outlook

In this contribution, we have outlined an adaptation of thi@iéne isolation criterion, modified to take
into account the experimental environment in which the phaheasurements will be conducted at the
LHC. The resulting discrete version of the Frixione criberiprovides isolated photon cross sections in
good agreement with those obtained from the continuousorerdMuch of the energy in the isolation
cone results not from the hard process, but from the softnlyidg event from the collision producing
the photon, or from additional interactions taking placahia same crossing. A method was outlined
to separate the energy from these soft processes with esaggulting from fragmentation processes.
With this separation, only the Frixione isolation critarineed be applied to any theoretical calculation.

In future studies, the techniques outlined here will beeigdtrst against Monte Carlo data, and then
against the early LHC data.

®4This could even lead to an unphysical result such as an ébtabss section larger than the inclusive one, therebtitg
unitarity.

102



21. ON THE CORRELATION BETWEEN a, (M2) AND PDFS WITHIN THE NNPDF AP-
PROACH &

21.1 Combined PDF andx, uncertainties.

The impact of the combined;—PDF uncertainties has been recently investigated by CTB@)] [@nd
MSTW [437]. In this contribution we discuss how the correlatbetween the strong coupling and PDFs
affects PDF determination and uncertainties in physicakolables within the NNPDF approach [438—
44€] to PDF determination. We show the impact that varyindnas in the PDF determination, both for
central values and for uncertainties. We then quantify trestation betweem; and the gluon. Finally,
we discuss different procedures to combine the uncerggiritom PDFs and., in physical observables,
and compare these procedures for the important case of idrggsiction at the LHC.

21.2 NNPDFL1.2 with varyinga, (M2)

The strong coupling is determined from a global average faomide variety of different measurements.
The current PDG value gives [447]

as (M%) = 0.1176 £ 0.002 , (79)
where the error is to be interpreted as a Lincertainty. Another recent world average [448] finds
as (M7) = 0.1184 + 0.0007 . (80)

In the rest of this contribution we will take as referenceueafor o, and its uncertainty the following
range:
as (MZ) = 0.119 £ 0.0012 ,68% C.L. (£0.0020 ,89% C.L.) , (81)

although the generalisation of the present study to any etilae of the strong coupling and its uncer-
tainty is straightforward.

The motivation of this contribution is to explore the impa€the uncertainties i, Eq.[8], in
PDF determination and associated LHC observables. In twdkrso, taking as reference the NNPDF1.2
parton determinationi [443], a set of fits with different veduof alphas were produced, together with the
associated PDF uncertainties in each case. INElg. 48 we #teoratios of the central gluons obtained
in these fits with varyingy; as compared to the reference NNPDF1.2 gluon with= 0.119, together
with the associated PDF uncertainty for this reference evallihe sensitivity with respect the chosen
value ofa is non-negligible, although fax, variations within the assumed uncertainty range Ed. 81 fall
typically within the PDF uncertainty band.

It is easy to understand the qualitative behaviour of themlin Fig.[48. In a DIS-only fit like
NNPDF1.2[[443], the gluon is essentially determined at m#hrough the scaling violations of HERA
structure function data, and smaller valuesigfire compensated with harder smakiluons. At largex
there are no experimental constrains on the gluon so it enéisdly determined by the momentum sum
rule, and thus its behaviour is anti-correlated to that efgmall« region. In a global fit[[436,437] the
behaviour is essentially the same modulo some constraims fne Tevatron inclusive jet data on the
large< gluon.

Other PDFs are affected to a much lesser extent, as showmi@%i For example, the, de-
pendence of the triplet or the total valence is clearly mgigle when compared with the respective
PDF uncertainties. The only possible exception is the strig(z, Q?), determined with precision from
HERA data and which is coupled to variations in the gluon tigiothe momentum sum rule. However,
even in this case variations are rather smaller than PDFaicies.

On top of the impact of variations i, in the PDF central values, also the PDF uncertainties are in
principle modified by these variations. Within the Hessippraach (see for example Ref. [437]), which

55Contributed by: R. D. Ball, L. Del Debbio, S. Forte, A. Guffad. I. Latorre, J. Rojo, M. Ubiali and A. Vicini.
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Fig. 48: The ratios of the central gluons obtained in the fitth warying «s as compared to the reference NNPDF1.2 gluon
at the initial evolution scal€?2 = 2 GeV2. The comparison is shown both in a linear (left plot) and tabenic (right plot)
scales. The dashed band corresponds to the NNPDF1.2 gliatined>DF uncertainty.

implies a simultaneous determinationaaf and the PDFsy; variations from the best fit value result in
PDFs with reduced uncertainties by construction. This igdw@r not necessarily the case if one does
not assume a quadratic approximation of fffeas both PDF parameters angl are varied.

To assess quantitatively how PDF uncertainties are affdayey, variations within the NNPDF
approach, we show in Fig. b0 the absolute PDF uncertaintieghé gluon for the different values of
o obtained using the NNPDF1.2-like fits, and in Higl 51 the sdoneother PDFs which are much
less affected by, variations (see Fig$. 48-49 respectively). In the case efdlon, it seems that
the reference value, (M%) = 0.119 tends to have the smaller PDF uncertainties, although aevil
shown below essentially all values @f result in similar PDF uncertainties once fluctuations inrRg-
uncertainties themselves are taken into account. For ther ®DFs, Figl 51, no such pattern can be
identified and in any case the dependence of PDF uncergimmie; is much milder.

In order to determine whether such variations of the PDF daicgy whena is varied in the fit are
statistically significant, we need to compute the error aRIDF error itself. This is done automatically
using the distance estimator, as for example done in Re&][4Zherefore we show in Fid. 52 the
distances for central values and uncertainties for thengueith differenta; as compared with the
reference NNPDF1.2 gluon. We observe that for all the vabies; the uncertainties in the gluon PDF
are statistically equivalent, with the possible exceptibthe rather extreme value, (M%) = 0.113.

21.3 The correlation betweery(z, Q%) and s (M2)

In order to make more quantitative the qualitative statedmahout the correlation between PDFs and
we can compute their correlation coefficient for any giveluga ofz andQ?. The correlation between
the strong coupling and the gluon (or in general any other )PBFlefined as the usual correlation
between two probability distributions, namely

ag (M2 z, Q? — (o (M2 z, Q?
P [045 (M%) g (w’Qg)] _ < ( Z) g( )>rep < ( Z)>rep <g( )>rep . (82)
Jas (]\/[%)O-g(l’,Q2)

Note that the computation of this correlation takes intooact not only the central gluons of the fits
with differenta; but also the corresponding uncertainties in each case.

Whereas the distribution of gluon distributions in Eq.l(&2iven by the Monte Carlo sample, the
distribution ofa, values is given by the procedure with whiah is determined. Because we takg as
determined from a global fit [44[7, 448] we assume its valuegtgéussianly distributed, with the mean
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Fig. 49: The ratios of the central PDFs obtained in the fithwarying os as compared to the reference NNPDF1.2 PDF,
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and standard deviation given by EQ.](81). We then fix the totahber of PDF replicas to be used as

Nag
()
Nrop: § Nﬁ{f‘) ) (83)
Jj=1

whereN"gj) is the number of PDF replicas, randomly selected from théofiiioed with the correspond-

rep )
ing value ofay, a(”), andN,, is the number of PDF determinations with different valuespfwvhich
have been performed. The number of replicas for each difteralue ofa, to be used is thus, for a
gaussian distribution,
. 2
(a(a) _ ago))

o
N2S o exp |- (84)

with ol¥ andd,, givenin Eq[81.

The average over Monte Carlo replicas of a general quantitichvdepends on both; and the
PDFs,F (PDF, «y), for example that of Ed. 82, has to be understood schemigtesfollows

| N N .
Fhrep = 57— >_ > F (PDE®,a0) | (85)

TP =1 k=1
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Fig. 50: Comparison of the absolute gluon PDF uncertainty obtaingtié fits with varyingn, as compared to
the reference NNPDF1.2 gluon. The comparison is shown bothlinear (left plot) and logarithmic (right plot)
scales. Note that what is shown in the uncertainty on the RidFhat the PDF itself.

wherePDF*37) stands for the replica; of the PDF fit obtained usinggj ) as the value of the strong
coupling.

Our results for the correlation coefficient between the glamd (M%) as a function ofz,
computed using E4._82 both at the input evolution s@fe= 2 GeV? and at a typical LHC scale
Q? = 10* GeV? are shown in Fig. 83. It is interesting to note how evoluti@calrelates the gluon from
the strong coupling. We also show in Hig] 53 the correlatioefficient for other PDFs: as expected for
the triplet and valence PDFs it is essentially zero, thahi®|NPDF1.2 these PDFs show no sensitivity
to as, as was clear from Fi. 49.

The correlation coefficient Fig. 53 quantifies the qual&tobservations of Figs. #849. This
correlation coefficient could be used to correct the sum adgature of PDf and.; uncertainties, though
in practice it is simpler to just use the exact formula Eq)(85

21.4 Strong coupling uncertainty in Higgs production

Let us consider a physical cross section which depends bothe PDFs andy;, and which will be
denoted schematically by (PDF, o). This cross-section has associated a PDF uncertaintyyr,
obtained from a fixed valuago). Different PDF groups provide different recipes to estienttis un-
certaint@ On the other hand, this cross section also has associatedcartainty due to our limited
knowledge ofas, do,,. The simplest way of estimating this uncertainty is keepimg PDFs fixed to
their central value, PD®, which gives the following relative uncertainty

o (PDF(O) a9 4 5a5>
o o <PDF(O), ago)) ) (86)

whered,,, is the assumed 68% confidence level rangexgiin our case given by Eq. 81.

Taking into account the presence of these two sources oftantiges, PDFs and.,, there are at
least three different recipees to determine the combinegrteinty in the cross-section, denoted by
(60)5pp +a,- They can be ordered in order of formal accuracy

e The simplest approach consist in adding in quadrature thie &i2l«, uncertainties, where the
latter is defined by Ed.86. In this case the combined unceytavill be given by

(00)s,

El

(60)bDF+a, = \/[(50)33]2 + [(50)§DF]2 : (87)

% See for example appendix B of Ref. [441].
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Fig. 51: Comparison of PDF uncertainties obtained in the fits withyay o, as compared to the reference
NNPDF1.2 PDF. The absolute PDF uncertainties shown herfraretop to bottom and from left to right: the
triplet 73 in a linear scale, the total valenggin a linear scale, the singlét in a log scale and the strange sea

in a log scale. Note that what is shown are the uncertaintherPDFs and not the PDF themselves.

The main drawback of this approach is that it neglects theetaifon between the PDFs and,
which as we have seen in Sdct. 21.2 is not negligible in golaci

e A more refined approach requires using PDFs obtained frofardiit values oty,: this way it
is possible to take properly into account the correlatioesvieena,; and the PDFs. In this case,
instead of using the approximation Eql 86, theuncertainty is evaluated with PDF sets obtained
with the corresponding value of;, namely,

(00)s, _© (PDF™, ol + 6. ) | (88)
o o (PDF(O), ag0>)

where PDEY stands schematically for the PDFs obtained wheis varied within its 1e range,
a§°>iaas. Then the overall combined uncertainty will be given agajifEly.[87, but with Ed._88 for
the a; uncertainties. This approach, while being a clear imprometmvith respect to the former,
still misses some information on the correlations betwegand the PDFs: it assumes that PDFs
obtained with any value af,; have the same uncertainties.

e The third and more accurate option is given by full corredapgopagation of the PDF and;
uncertainties into the cross section The details of this approach will be different depending on
the method used to determine the PDF uncertainties. WitlenrNINPDF approach (or more in
general for any approach which uses the Monte Carlo methedtimate PDF uncertainties), this
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combined uncertainty is simply given by

(00)Epp10, = (02 ep — () (89)

where the average over replicas (which include PDFs witledintc) is defined in Eq._85 (note
that heres denotes a cross—section, anidthe uncertainty on it).

As anillustration of the different procedures for the conda treatment of PDFs amd uncertain-
ties within NNPDF, we have studied the specific case of Higgdlyction through gluon-gluon fusion,
computing the cross-section uncertainties with the thiferdnt methods described above. As in the
rest of the contribution, the range aof is taken to be that of EQ. 81, namely, = 0.0012 as a 68%
confidence level.

As described below, in the simplest approach of sum in quaraf the two uncertainties one
needs to compute first the PDF uncertainty at fixgdln the particular case of the Higgs boson produc-
tion cross section the PDF uncertainty can be estimated topobng the gluon-gluon luminosity,

(my) =5 | 59 (e Mip) g (22 =7/w1,mi) . (90)

with 7 = m%{/S and+/S the center of mass energy. At leading order, the Higgs crestios is simply
proportional to Eq._90.

This effective gluon-gluon luminosity as a function of théggs boson mass at the LHC with
VS = 14 andV/S = 10 TeV is shown in Figi54, where it is also compared to the sanamiify from
two other global PDF determinations: CTEQ6.6/[27] and MSBN®4Y]. We can see that at large
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Fig. 53: Left plot: The correlation coefficient, defined in.[B, between the gluon and, (M%) as a function ofc, both at
the input evolution scal@? = 2 GeV? and at a typical LHC scal®? = 10* GeV2. Right plot: the analogous correlation
coefficient for the singlet, triplet and total valence PDFse distribution ofa (M%) has been assumed to be a gaussian with
mean and standard deviation given by [Ed. 81.

myr the CTEQ6.6 and MSTWO08 uncertainties are identical, whil&Q6.6 is larger at smath ;. The
NNPDF1.2 analysis results in the largest uncertaintiedijgtlst at least because the constrains from the
hadronic data included in the other global analyses is rotaided.

Now we turn to a discussion of the effect of the combinatioRDF andn; uncertainties in Higgs
boson production. All numerical results discussed belowehaeen obtained at NLO using the code
of Refs. [450], 451]. In Fid. 85 we show the total cross sectrHiggs boson production at the LHC
as a function ofm g, computed with the NNPDF1.2 set, with the uncertainty babthioed by exact
combination of thex, and PDF uncertainties, both at 68% and 90% C.L.. The samefajao shows
the relative uncertainties at 68% in the total cross se@soomputed from PDFs only.

In Fig.[56 we show a comparison of the 68% C.L. in the Higgs hgsoduction cross section as a
function of m g with the combined PDFs#; uncertainties, were exact error propagation is compared to
the sum in quadrature of the two uncertainties. The sum idgare is done either by keeping the PDF
fixed whena varied, or eles by taking the central best fit PDF set for eadhevofa,. Clearly, even the
simplest sum in quadrature provides a very reasonable gippation to the exact result obtained with
full error propagation. Therefore, one can conclude thdeast for the range of variation ef; assumed,
Eq.[81, and with the NNPDF1.2 parton fit, the naive sum in qaiagle of the PDF and uncertainties
seems to be a good enough approximation to the full resulhfist practical purposes.

A more detailed study of the interplay betweenand PDF uncertainties in Higgs production for
various PDF sets will be presented elsewhere|[452]

CONCLUSIONS

In this contribution we have studied the interplay betwdengtrong coupling and PDF determination,
and assessed the impact of the combined uncertainty one ohdist sensitive processesdg varia-
tions, Higgs production through gluon-gluon fusion. Thamrasult is that, at least within the NNPDF
approach, even in a worst—case scenario like Higgs pramueti the LHC, the sum in quadrature of
PDF andx, uncertainties provides an excellent approximation to tledésult obtained from exact error
propagation.
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Fig. 54: The gluon-gluon luminosity, EG._90, computed at the LHC§&§ = 14 TeV (upper plots) and/S = 10
TeV (lower plots) as a function of the Higgs boson mass for BRPE.2, as well as for MSTWO08 and CTEQ6.6. In
both cases we show both the 68% (left plots) and the 90% cordiedevels (right plots). As expected, the impact
of the different CMS energy in the PDF uncertainties is veguced.

22. THE LES HOUCHES BENCHMARKS FOR GM-VFN HEAVY QUARK SCHEME S IN
DEEP-INELASTIC SCATTERING

Introduction

Interest in the inclusion of heavy flavour contributions &eg—inelastic electroproduction structure func-
tions was recently revived by the discovery [453] that maigspressed terms in global parton fits can
affect predictions for the totdl” and Z production at the LHC by almost 10 %. A technique for the in-
clusion of these mass-suppressed contributions to steuftinctions was developed long ago [454,455],
based upon a renormalization scheme with explicit heavykgdecoupling [[456]. Several variants of
this method (usually called ACOT) were subsequently pregpsuch as S-ACOT [457] and ACOT-
x [458]/459]. However, the ACOT method was first used for analajeneral-purpose global parton fit

22.1

only recently, in Refs| [453,45@

An alternative method (sometimes called TR) has also beevcated[[462, 463], and used for all
MRST parton fits until 2004 [464—467]. Recently, howevee thethods used by the CTEQ [453] and
MRST/MSTW [449],463] groups for their current parton fitssed respectively on the ACOIT [454,455]
and TR [469] procedures, have adopted at least in part a commorefsank: they have been compared
recently in Refs.[[4700,471], thereby elucidating diffexes and common aspects.

S"Contributed by: J. Rojo, S. Forte, J. Huston, P. Nadolski{a®on, F. Olness, R. Thorne and G. Watt.
%8 |t had been however used in specific studies in the CTEQ H@ssefifits, HQ4[[460], HQH [461] and HQB [459].
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Fig. 55: Left figure: The total cross section for Higgs boson prodarctit the LHC as a function of 5, computed
with the NNPDF1.2 set. The red band is the combined PDFegnghcertainty obtained exact error propagation
(see text for details) at 68% confidence level, while the gieand is the corresponding 90% confidence level.
Right figure: the relative uncertainties in the total crosst®n as computed from PDFs only (blue line) and
combined PDFs and, uncertainties (red line) at 68% C.L., always with exact eprmpagation Eq.89.

A somewhat different technique for the inclusion of heavarqueffects, the so-called FONLL
method, was introduced in Ref. [472] in the context of hadsdpction of heavy quarks. The FONLL
method only relies on standard QCD factorization and cattns with massive quarks in the decoupling
scheme of Ref[[456] and with massless quarks inMi8scheme. The name FONLL is motivated by
the fact that the method was originally used to combine a f(sedond) order calculation with a next-
to-leading log one; however, the method is entirely genanrad it can be used to combine consistently a
fixed order with a resummed calculations to any order of eitiibe application of the FONLL scheme
to deep—inelastic structure functions was recently pteseim Ref. [473]. Thanks to its simplicity, the
FONLL method provides a framework for understanding défezes between other existing approaches,
and for a study of the effect of different choices in the isatun of subleading terms.

It is the aim of this contribution to update previous comgains of GM-VFN schemes in
DIS [470/471] from a rather more quantitative point of viewherefore, after unique settings have
been adopted for all parties involved, the heavy quark giradunctionsFs. and Fr.., as implemented
in the various available approaches, have been computedasnpared in detail. This comparison is of
extreme importance in order to understand how parton Higion sets obtained from different schemes
might differ, and what are the associated implications fdilL.observables.

The outline of this contribution is the following. First of,ave present the benchmark settings for
the computation of charm structure functions. Then we priete results for the comparison between
the different schemes considered: ACOT, BRd FONLL, and discuss their similarities and differences.
Finally we summarize and provide benchmark tables whichilshioe used for other GM-VFN schemes
not considered here, either existing, updated or compleilv.

22.2 Benchmark settings

Let us discuss now the settings for the benchmark comparibetween different GM-VFN schemes.
These settings have been designed to isolate only the @bteintilarities and differences between GM-
VFN schemes, while other choices that are generally varaiden PDF fitting groups (like, for exam-
ple, the value ofy,) are shared among all the parties.

The goal of the benchmark comparison is to produce and campaults for the charm structure
functionsF5. and F;. (for which we adopt the notation of Ref. [473]), computed iffedent values of:
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Fig. 56: A comparison of the 68% C.L. uncertainties in the Higgs bogmduction cross section as a function
of my for NNPDF1.2 with the combined PDFa&# uncertainties, using the various methods for the comhinati
discussed in the text. The red line corresponds to exact propagation Eq._89, the green line to the sum in
guadrature of the two uncertainties in the case in whighand also the PDFs are varied simultaneously, and
finally the blue line is the sum in quadrature where the PDEskapt fixed to their value obtained in the fit with
centralas, Eq[8T, see the text for a more detailed discussion. It &r ¢heat the sum of uncertainties in quadrature
even for fixed PDFs already provides a reasonable approiimtt the full result.

andQ? from a variety of GM-VFN schemes.

These settings which we adopt for the benchmark comparisotha following:

As input PDF set, the Les Houches initial conditions [474]4fe used, with the initial scale for
the PDF andy; evolution taken to b€ = 2 GeV2. The initial as(Q3) = 0.35.

The charm mass is taken to be. = Qo = v/2 GeV at NLO. At NNLO, both PDFs and; are
discontinuous af)? = m? in a VFN scheme. We take the input PDFs andat Qo = v/2 GeV

to correspond taV; = 3, i.e. the charm mass is taken toe = (v/2 + ¢) GeV, for infinitesimal

¢, SO that the appropriate NNLO discontinuities preseripat= m? are added to the input values
before evolving to highe€)?.

The PDFs have been evolved with HOPPET [476]rarspace PDF evolution code, and interpo-
lated in grids for easier interfacing with the various preogis. Any other evolution code whose
accuracy has been benchmarked with HOPPET like PEGASU$ Watld be equally valid.

The charm quark is the only heavy quark present in the thébeypottom and top quark masses
are taken to infinity. This way complications arising frone thresence of multiple heavy quarks
are not considered.

The Q? range of these benchmarks is frag? = 4 GeV? (near the heavy quark threshold) to
Q? = 100 GeV? (which is close to the asymptotic limit for practical purpsk Appropriate
intermediate values a@? = 10 and 24 GeV.

The strong coupling constant,(Q?) is computed by means of exact numerical integration of the
evolution equations (as usually donerinspace codes like HOPPET) instead of one of the various
possible expanded solutions. The initial(@Q3) = 0.35 at both NLO and NNLO. Again, we take
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me = (V2 + €) GeV at NNLO, so that the input scalgy = /2 GeV corresponds t&V; = 3.
With this choice, the values af; to be used in the benchmark computations will be given by:

as (Q* =4GeV?) = 0.295 (0.295)

as (Q* =10GeV?) = 0.245 (0.244)

as (Q* =24GeV?) = 0.212 (0.211), (91)
as (Q* =100GeV?) = 0.174 (0.173) ,

at NLO (and NNLO) respectively for the values @F used for the benchmarks.

e As discussed in Ref<, [4113,478], froth (o2) there is an ambiguity in the definition of the heavy
quark structure functions from terms in which a light quankiples to the virtual photon. For these
benchmarksfy. and Fy., the heavy quark structure functions, are always definetiesum of
the contributions in which a charm quark is struck by theuatphoton, as opposed to the widely
used experimental definition, which is the sum of all the gbations in which a charm quark is
present in the final state. This definition avoids the presesfdanfrared unsafe terms from the
non-cancellation of mass singularities.

22.3 General-Mass heavy quark schemes

As discussed in the introduction, the aim of the benchmarkparison is to identify similarities and
differences between the GM-VFN schemes which are, have dxasill be used in global PDF determi-
nations. Without the purpose of being comprehensive, wegotenow a brief introduction of the three
approaches which are compared in this contribution: ACCG3eduin the CTEQ family of PDF fits),
TR/TR (used in the MRST/MSTW family) and FONLL (currently beingplemented in the NNPDF
family). The interested reader can find all relevant tecainietails in the quoted bibliography.

For simplicity, all the discussion in this section assumsigle heavy quark with mass,., since
the case of the charm quark is the one with the most phenowginal importance.

22.3.1 ACOT

The ACOT renormalization scheme [455, 479] provides a misha to incorporate the heavy quark
mass into the theoretical calculation of heavy quark prtidacboth kinematically and dynamically.
This is built upon the Collins-Wilczek-Zee (CWZ) [456] renmalization procedure which provides a
formal foundation for the ACOT scheme which is valid to allers. The CWZ renormalization ensures
there are no large logarithms of the fotn(m./Q), and yields manifest decoupling of the heavy quarks
in them, > @ limit. In 1998 Collins [454] extended the factorization ¢inem to address the case of
heavy quarks; this work ensures we can compute heavy quadegses to all orders. Thus, the ACOT
scheme yields the complete quark mass dependence fronwvihte ligh energy regime; fom,. > Q

it ensures manifest decoupling, and in the limit < Q it reduces precisely to thelS schemewithout
any finite renormalization tern%

As a result of the Colling [454] proof, it was observed tha Heavy quark mass could be set to
zero in certain pieces of the hard scattering terms withaytlass of accuracy. This modification of the
ACOT scheme goes by the name Simplified-ACOT (S-ACOT) andoeasummarized as follows.

S-ACOT: For hard-scattering processes with incoming heavy quarkgtb internal on-shell cuts on a
heavy quark line, the heavy quark mass can be set to zere=(0) for these piecesl [457]

If we consider the case of NLO DIS heavy quark productions theans we can set. = 0 for both
the LO terms QV — @) and the NLO quark-initiated terms (both the réall’ — Qg and the virtual

%This has been demonstrated both analytically and numiicalg. the Fortran code used in the current comparison has
been numerically verified with thelS results for QCDNUM version 16.12.
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QV — Q) as this involves an incoming heavy quark. We can alsarset 0 for the subtraction terms
as this has an on-shell cut on an internal heavy quark lingjrtbludes both the gluon-initiated process:
(g — QQ) ® (QV — Q) as well as the quark initiated process) — ¢Q) ® (QV — Q). Hence, the
only contribution which requires calculation with,. retained is the NLQ)V — QQ process.

In the conventional implementation of the heavy quark PD¥esmust “rescale” the Bjorken
variable as we have a massive parton in the final state. Tlénalirescaling procedure is to make
the substitution: — x(1 +m?/Q?) which provides a kinematic penalty for producing the heavgrm
quark in the final stateé [480]. As the charm is pair-producgthie g — cé process, there are actually two
charm quarks in the final state—one which is observed in the-kptonic decay, and one which goes
down the beam pipe with the proton remnants. Thus, the agptepescaling is nat — z(1+m?/Q?)
but insteadr — x = z(1 + (2m,)?/Q?); this rescaling is implemented in the ACOJ-scheme, for
example[[458, 481, 482]. The factfr + (2m.)?/Q?) represents a kinematic suppression factor which
will suppress the charm process relative to the lighter kgiar

22.3.2 Thorne-Roberts (TR/MR

The TR scheme was introduced in Refs. [462)463] as an aliezrta ACOT [455] with more emphasis
on correct threshold behaviour. Like the ACOT scheme it seleon there being two different regions
separated by a transition point, by defa(#f = m2. Below this point a heavy quark is not an active
parton but is generated in the final state using fixed-flavbi) €oefficient functions, while above this
point the heavy quark becomes a new parton, evolving acupridi the massless evolution equations,
and structure functions are obtained using variable-fla¢g&) coefficient functions which must tend to
the correct masslesdS-scheme limits ag)?/m? — oo, up to possibly higher-order corrections. The
relationships between the partons below and above thettampoint are obtained from the transition
matrix elementsd;; (z, m2 /u?) calculated ta@)(«?) in Ref. [483], which fortuitously result in continuity
up to NLO in theMS-scheme.

The definition of the scheme is therefore equivalent to tHanidien of the VF coefficient func-
tions. These are found by imposing the exact all-ordersvatgnce of the structure functions described
using the FF scheme and the VF scheme. This provides a redhifpbetween the coefficient functions
in the two cases via the equation

CiF=>"C'F e Ay, (92)

where the sum is over all the different partons in the VF dpion. This equivalence effectively defines
the subtraction of the large logarithms @¥/m? in the FF coefficient functions in the correct manner.
It was applied to obtain relationships in the asymptotidtlim Refs. [483] 484], and used to define the
BMSN scheme in Refl_[483], but in Refs. [462,463] it was useddfine the VF coefficient functions for
all Q% > m?. The definition is not unique because there are more coeffitigctions on the right than
on the left of EqQ[9R, because of the extra heavy quark coeffidunction on the right-hand side. As
Q?/m? — oo all VF coefficient functions must tend to the massiBES-scheme limit, but at finite)?

there is a freedom in the heavy quark coefficient functiorgjitming with the zeroth-orde@VF’(O)).
Via Eq.[92 this affects other coefficient functions, e.g.

Cp = @ @ AL + oy B, (93)

so the choice oC;fc’(O) also definesﬁz\g(l).
Inthe TR scheme [462,463] the approach is to make a choicevellicoefficient functions obey
the correct threshol&? > 4m? for heavy quark pair production. This was firstimposed byrdeg the
heavy quark coefficient functions such that the evolutidf,. /0 In Q? is continuous order-by-order at
the transition point (possible only in the gluon sector bel@O). This was used in subsequent MRST
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global analyses up to MRST 2004 [467]. However, it resultexpressions which become increasingly
complicated at higher order.

In Ref. [458] the correct threshold behaviour was achiewediding the simple approach of re-
placing the limit ofz for convolution integrals withy = z(1 + 4m?2/Q?). In the case that the heavy
flavour coefficient functions are just the massless ones thighrestriction one obtains the S-ACO{)(
approach. A very similar definition for heavy flavour coefficis was adopted in Ref. [469], resulting in
the TR scheme, and extended explicitly to NNLO. ThisT&8heme was first used in the MRST 2006
analysis[[468], and has been used in all subsequent MSTWsasalsee Sect. 4 of Ref. [449]).

There is one other aspect to the TR/T&heme definition. FoF},. the relative order of the FF
and VF coefficient functions is different, i.e. the formegheat first order ino; and the latter at zeroth
order. One cannot simply adopt the correct ordering abowklsmtow the transition point since then
there would be a discontinuity in the structure functiordt= m?2, and because higher order effects
are large at smalt and@?, this would be phenomenologically significant. The procecadopted is to
freeze the highest order part of the FF expression Qfev,) at LO,O(a?2) at NLO, etc.), and keep this
in the expression abow@? = m?. Hence, there is an additional, strictly higher order dbation in
this region which becomes less importantsincreases, but never vanishes even at asympfpticAt
NNLO this requires producing a model for tki&a?) FF coefficient functions from the known small-
and threshold limits [469].

22.3.3 FONLL

The FONLL scheme was first introduced in the context of heaasyotlr hadroproduction in Ref. [472].
It is based upon the idea of looking at both the massless arsdiveascheme calculations as power
expansions in the strong coupling constant, and replatiagoefficient of the expansion in the former
with their exact massive counterpart in the latter, wherilalke. A detailed description of the FONLL
method for DIS has been given in Ref. [473].

In Ref. [473] three FONLL scheme implementations have beepgsed: scheme A, where one
uses the NLO massless scheme calculation, matched with@hé.&. O(«;)) massive scheme cal-
culation; scheme B, where one uses the NLO massless schdowatian, matched with the NLO
(i.e. O(a?)) massive scheme calculation; and scheme C, where one es&\thO massless scheme
calculation, matched with the NLO massive scheme calaurati

Among the three schemes, scheme B has a peculiarity in theéhgaypatching is performed. In
fact, the massless scheme calculatiorFgfat NLO expanded up to order? has the formu, + o, L +
aQ?L? + 2L, with L = In Q?/m?2, i.e. terms of order? with no logarithms are missing. On the other
hand, in the massive coefficients the falfl term is present. In this case, what one subtracts from the
massless result is not simply the massless limit of the masssult, but only a part of it, not including
the constant (i.e. without factors @) term of ordera?. As a consequence, these ordérterms are
not subtracted from the massive coefficient functions amdigteas strictly higher-order contributions at
high Q2.

It is easily seen that the scheme A in the FONLL calculaticousthbe equivalent to the S-ACOT
scheme. If ay-scaling prescription is applied to all terms computed ia thassless approximation,
scheme A should become equivalent to the S-AGQdrescription. Scheme B does not correspond to
any S-ACOT calculation. It is more reminiscent of the TR noethwhere at the NLO level the full NLO
massive result is also used. However, as we will shown betiwjs only true at)? = m?, since in the
TR method the higher order term in the massive calculatidroien at threshold. We conjecture that
scheme C should again be equivalent to a NNLO generalizafitmee S-ACOT scheme.

Finally, let us mention that the FONLL GM-VFN scheme is cathg being implemented in the
NNPDF family of fits [440=443], which up to now have been ofgal in the zero—-mass scheme for
heavy quarks. Both schemes (A and B) will be implementederNhO NNPDF fits, and the theoretical
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uncertainties arising from the inherent ambiguities inrtretching procedure will be thoroughly studied.

22.4 Results and discussion

We turn now to discuss the results of the quantitative commparbetween the GM-VFN approaches
described above, using the benchmark settings introduc&ect[22.2 First of all, we will discuss the
comparison between FONLL and S-ACOT: we will show that FONALs identical to S-ACOT, with
and without threshold prescriptions. Having settled tlosp we will turn to studying the similarities
and differences between the FONLL and’Tdhemes, this time both at NLO and at NNLO. This last
set of comparisons are also equivalent to comparing S-ACETTR'.

First of all, however, let us mention that there exist atiéa® different implementations of the
x-scaling threshold prescription used in the literaturee Titst form of y—scaling is given by

1 d z, Q?

e =e [ Mo (M) 0@, (94
x(@,Q?) Y Yy

which is adopted by default in FONLL and also in the CTEQG®&7/453] PDF fits. On the other

hand, one can use an alternative formyefscaling,

1 2
e =x [ Yo (MEaeh) rn.eh, (95)

which is used, for example, in the TRefinition, and is equivalent to the unambiguous result argéd-
current charm production from strange quarks whésg(z, Q%) = £s(&,Q?) at leading order with

¢ = z(1+m?/Q?). For neutral-current scattering, in both cases,[Ef). 94 api@E, the scaling variable
is given by

Q2
It is clear that the two forms of the prescription, EQs| 94 differ only by a mass suppressed
term (1 + 4m?/Q?), and therefore are formally equivalent, although can beenigally quite different
depending on the matching scheme adopted. These differe@apeesent an inherent ambiguity of the
matching procedure. Let us finally note that even the chofcecaling variable Eq._96 is arbitrary:
indeed, in Ref.[[485] a one-parameter family of such scaliagables was explored.

X(:U,QQ) =z <1 + 4mg> . (96)

22.4.1 Comparison of FONLL and S-ACOT

Let us begin with the comparison between FONLL and S-ACOTp(z, Q?). Since the ACOT scheme
has only been implemented at NLO, we restrict the comparisdhe FONLL-A scheme. The ACOT
scheme is extensible to higher orders, but the NNLO is onpragress. First of all, the Simplified ACOT
(S-ACOT) scheme, introduced in Selct. 2213.1, is compardeblLL scheme A (see Se¢t. 22.8.3) in
Figs.[5T an@ 58 at the benchmark kinematical points. Thediffgrence between Figls. 57 aind 58 is the
choice ofy—scaling threshold prescription adopted in FONLL schemevAile in Fig.[57 the default
FONLL choice Eq[ 94 is adopted, in F[g.]58 the alternativerfdq.[9% is used instead. In both figures,
the S-ACOTxy (v2) curve is computed with the definition of Eg.]95.

From this comparison it is clear that, without any threshmielscriptions F5. in S-ACOT is iden-
tical to FONLL-A, and moreover that S-ACOY-s identical to FONLL-A«, oncey-scaling is under-
stood as in Eq.95. The comparison between the FONLL-@&#nves in Figd, 57 arld 58 shows that in this
scheme (as in S-ACQOT) the impact of the choice of arbitrargghold prescription at low and moderate
@Q? can be as large as the resummation itself. Again, let us esigghthat when the same threshold pre-
scriptions are applied the S-ACOT and FONLL-A schemes gueys the same results (within minor
numerical differences like integration errors).
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It is also interesting to compare the S-ACOT scheme with tieACOT scheme[[455, 479].
In Fig.[59 we show the results of this comparison. Since AC@d §-ACOT differ only by mass-
suppressed terms, their difference turns out to be as eeghgety small, and essentially vanishes already
for Q2 ~ 10 GeV2. Therefore, forQ? > 10 GeV? the full ACOT calculation is identical to the FONLL-
A scheme.

We would like to note that the full ACOT scheme was used onljthie CTEQ HQ series
(HQ4 [460], HQ5 [461] and HQE_[459]), while instead the zemass approximation was adopted in
the general purpose CTEQ4M [486], CTEQ5M [461] and CTEQGMI[1PDF sets. When CTEQ
adopted a GM-VFEN as default in their fits (starting from CTER|g53]), the GM-VFN scheme adopted
was instead S-ACO¥- As it is clear from the comparison between F[gd. 57[add %8nthin difference
is the choice of threshold prescription, formally subleadbut which can be numerically as large as the
whole effect of the resummation itself, and which could hiavportant phenomenological implications.

Finally, let us compare the results for the charm componeétiieolongitudinal structure function
Fr.(z,Q?%). The results of these comparisons are shown in[Fi. 60 focéise of FONLL-A and S-
ACOT without threshold prescriptions. We can see that boktesies coincide also in this case, as was
the case forfs,..

In summary, we have shown that when threshold prescriptiwaswitched off, FONLL-A and
S-ACOT are completely identical, both féb. and Fr... This is also the case when-scaling is adopted
as a threshold prescription, but only when the same of thepwssible implementations Eqs.]B4+95 is
consistently used in both cases. Finally, we have showntligatull ACOT result is numerically very
close to S-ACOT (and thus FONLL-A), being numerically eqléant forQ? > 10 GeV-.

22.4.2 Comparison of FONLL and TR

Let us now discuss the results of the comparison between ECGIMH the TR scheme which has been
used in the MSTW 2008 NLO and NNLO parton fits [449], as is idtreed in Secf. 22.3.2. As shown in
the previous section, all the results of this comparisoryappth to FONLL-A and S-ACOT, which are

numerically identical.

First of all, we show in Figd. 82-63 a comparison of the FONEkults with the results from the
TR’ NLO and NNLO GM-VFN schemes for the&,,. structure function at the benchmark kinematical
points. Unlike the ACOT case, since TRas been formulated also up to NNLO, now we compare
both the FONLL NLO schemes (A and B) with TRILO and separately the FONLL NNLO scheme
(denoted by C) with TRNNLO. From Figs[[6Z-63 no obvious similarities can be idiégsdi between the
two families of schemes, neither at NLO nor at NNLO, apartfrthe obvious remark that differences
between schemes decrease whgris increased.

In order to render the comparison more meaningful, the Hulelsprescriptions are switched off
in both cases in Figé. 84-65. Having done this, it is cleat B@NLL-A is rather close to TRNLO,
while in turn FONLL-C is rather close to TRNNLO. Indeed, it can be shown that the two schemes
differ only by a constant@?-independent) term which is formally higher order and tlsaincluded in
the TR schemes in order to ensure continuity of physical obseegat the heavy quark threshold. This
is verified explicitly in Fig[61.

Let us be more precise about this latter point. Thé 3¢heme, discussed in Sdct. 22.3.2, defines
the default prescription from Relf. [469]. By constructiat, NLO it should be similar foifs, to the
S-ACOT-y scheme and correspondingly also to FONLL-A (when the samm @ y-scaling threshold
prescription is used consistently in all cases). The orfigrince is the additional (subleading) o)
contribution which is a constant f6? /m? — oo, and which is numerically significant for lo@?. This
leads to a slightly largeF., though the relative difference disappearg<@gm? — oo.

On the other hand, the NNLO definition in TBhould be the same fdf,. as in FONLL-C up to
the additionalD(a?) term from the massive coefficient function, which stems fthenmatching between
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Fig. 57: The Fy. structure function folQ? = 4, 10, 24 and 100 Ge¥Vin the FONLL scheme A (plain and with
x—scaling) compared to the Simplified ACOT (S-ACOT) and S-Acp3chemes. Note that the FONLL-A-
scheme implements the threshold prescription as il Hq. iedttlee S-ACOTy (v2) curve is computed with the
definition of Eq[95.

the massive and GM schemesit = m?, provided that as usual the threshold prescription is theesa
is both cases. These expectations are epr|C|tIy verified BbNLO and at NNLO in Figs. 64-65.

Finally, the NLO TR will be the same as the FONLL-B scheme only@t = m? and will differ
from it for any other value? > m?, since theD(«?) term included in both cases is frozen@t = m?
in TR’ but runs as usual witl)? in FONLL-B. As noted earlier, both TRand FONLL-B schemes at
high Q2 contain strictly higher order (beyon@(«;)) terms which are of the form?(m?2)g(m?2) in the
former case and?(Q?)g(Q?) in the latter case (with analogous singlet quark terms).s&harn out to
be of opposite sign in the two cases although they both @igifrom the orden? massive coefficient
functions.

Note that this implies that NLO TRs, as discussed before, identical to S-ACOT and FONLL-A
up to a constant subleading term. In particular, the samenegtigible dependence on the choice of
threshold prescription which is present in S-ACOT and FOMNA iill be present in NLO TR This is
opposite to what happens for FONLL-B, since as discusseghsixiely in Ref.[[478], in this case the
matched results turns out to be essentially independeihieathoice of arbitrary threshold prescription,
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Fig. 58: Same as Figd. 37, but now the FONLL-Ascheme implements the threshold prescription as i Bqg. 95.

and the FONLL result coincides with the massive result fer émd moderaté)?.

A variety of modifications of the default TRcheme have been explored in Ref. [487], along with
their consequences, and a new “optimal choice” suggestedarticular, the higher order FF part was
frozen in the original TR definition in order to obtain the ekeontinuity of the evolution of+, but this is
not required in the TRdefinition. Allowing this term instead to fall like a power @ results in exactly
the same results as S-ACOT or FONLL-A (or FONLL-C at NNLO) hetlimit that Q?/m? — oo,
where those terms causing the differences in the defaudinsemow vanish.

After this detailed discussion about the comparisonfgrbetween the FONLL and TRchemes,
we now turn to discuss the results of the comparison for thgitadinal structure functio;.. These
results are shown in Figs. 66167. In this case, due to thebative ordering of the TR/TRschemes,
FONLL-B turns out to be very similar to TRILO (which now includes also the full running? massive
term) for any@?. In the case of the NNLO schemes, FONLL-C is somewhat diftete TR NNLO.
This is likely due to the additional? term included in the latter. Differences tend to wash ouhwjt,
but an order? discrepancy, depending on the massless coefficient fursctibthis order, persists even
at highQ?.
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Fig. 59: The I, structure function for)? = 4, 10, 24 and 100 GeVin the FONLL scheme A (plain) compared to
the Simplified ACOT (S-ACOT) and full ACOT schemes.

22.5 Conclusions

In this contribution we have performed a detailed quarnigatomparison between GM-VFN heavy
quark schemes in deep-inelastic scattering. We have cadple heavy quark schemes adopted by the
three main global PDF fitting groups. The main results of tdechmark comparison have been the
following:

1.

FONLL-A (plain) is identical to S-ACOT, and FONLL-A-is identical to S-ACOTy, both for

F5. and Fr., when the samg—scaling threshold prescription is used in both cases.

The only difference between FONLL-A (plain) (and S-ACQRd TR NLO for F,. is a sublead-
ing @2-independent matching term present in the/ Bheme, whose relative impact decreases
with Q2.

Similarly, the only difference between FONLL-C (plaimdaTR NNLO for F,. is a subleading
Q?*-independent matching term present in'TR

. FONLL scheme B is only identical to TRILO for Fy,. for Q2 = m?2, being different for any other

Q? > m?, since the higher order term included in iR frozen at the heavy quark threshold.

FONLL-B, as discussed in Ref. [473], is to a very good agipnation (to the ordea% massive
result asQ? increases above:?) independent of the choice of arbitrary threshold presicnip
The other NLO schemes, S-ACOT, TRLO and FONLL-A are, on the other hand, much more
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Fig. 60: The Fy. structure function forQ? = 4, 10, 24 and 100 Ge¥in the FONLL scheme A (plain) and
Simplified ACOT (S-ACOT) schemes.

sensitive to this choice, with differences that can be agelas the effect of the resummation itself.

6. Only the ACOT type (ACOT, S-ACOT, S-ACOy} and the FONLL-A schemes reduce to exactly
the orderas NLO massless limit at highy)?, without some strictly higher—ordeﬁs contributions.

7. Due tothe TR ordering, FONLL scheme B is very close té NIRO for the case of the longitudinal
structure functionfry,...

In order to provide easy access to the present benchmarkas@aps for future developments,
we have summarized the values of the DIS charm structurditumés,. at the benchmark kinematical
points obtained from the various possible approaches sksclin the text. The benchmark tables for the
FONLL schemes are given in Tables 15 16, those of the A@Banse in Table 17, and finally those
of the TR schemes in Table 18.

Whenever new or improved GM-VFN schemes are proposed, theyld be compared with the
results of these benchmark tables, in order to quantifsito@mpare with previous approaches and avoid
confusion. The corresponding benchmark numbers foriihecharm structure function are available
from the authors upon request.
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Fig. 62: The Fy. structure function folQ? = 4 and 10 GeV in FONLL and in TR, both for the NLO schemes
(left plots) and for the NNLO schemes (right plots). In bo#tses the default threshold prescriptions are used:
x-scaling using Eq. 95 for TRand a damping factor for FONLL.

122



1.25 ,_ Solid: FONLL—A (Damp) - 125~ Solid: FONLL-C (Damp)]
i+ Dashes: FONLL-B (Damp)- A. Dotted: MSTW0O8 NNLO

1.00 | - 1.00 -

o A\\ ] L ]
3 - ] - ]
B 0.75 Q2=24 GeV3] 075~ -]
0.50 - 0.50 -
0.25 4 o2s5F -
0.00 Eocnsnd wvvind i vl vid g 00 Ecsad vl vl vl v
1075 1074 1073 1072 1071 100 1075 1074 1073 1072 107! 100

X X
2.5 [ Solid: FONLL—-A (Damp) - 2.5 Solid: FONLL—-C (Damp) ]
¢ Dashes: FONLL-B (Damp)- t.  Dotted: MSTW08 NNLO

\ Dotted: MSTW08 NLO

2.0

Fac
=

1.5 Q*=100 GeV?®

1.0

0.5

0.0 0.0
1075 1074 1073 1072 10~ 100 1075 1074 1073 102 10~1 100
X X

Fig. 63: Same as Fid. 62 fop? = 24 and 100 GeV.
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[« [ FONLL-Aplain | FONLL-A-damp | FONLL-A-y | FONLL-B plain | FONLL-B-damp | FONLL-B-x |

Q7 =4GeV?
10°° 0.27426 0.15066 0.15220 0.23919 0.24905 0.25011
104 0.16424 0.09356 0.09273 0.13421 0.13606 0.13672
10-3 0.08424 0.05055 0.04875 0.06483 0.06375 0.06391
102 0.02859 0.01738 0.01591 0.02161 0.02063 0.02058
10! 0.00207 0.00072 0.00031 0.00093 0.00068 0.00059
Q7 = 10 GeV?
10°° 0.67714 0.56354 051346 0.54126 055361 0.56340
10-4 0.37430 0.31206 0.28187 0.30220 0.30225 0.30449
10-3 0.17900 0.14995 0.13374 0.14685 0.14405 0.14330
102 0.06051 0.05056 0.04357 0.05196 0.05016 0.04913
10-! 0.00562 0.00423 0.00252 0.00430 0.00392 0.00346
7= 24 Ge\?
10° 1.19978 1.13985 1.08785 1.02189 1.02970 1.04182
10-4 0.63020 0.59690 0.56568 0.55006 0.54938 0.55112
10-3 0.28826 0.27221 0.25568 0.25873 0.25637 0.25476
10-2 0.09642 0.09051 0.08307 0.09010 0.08869 0.08716
10-! 0.00997 0.00908 0.00708 0.00924 0.00895 0.00831
7= 100 Ge\?
10° 2.20879 2.28636 227201 2.10444 2.10708 2.11399
10~4 1.13024 1.12186 1.11165 1.04894 1.04875 1.05111
10-3 0.48483 0.48008 0.47343 0.46063 0.45974 0.45920
10-2 0.15406 0.15207 0.14862 0.15111 0.15051 0.14962
10! 0.01646 0.01615 0.01510 0.01639 0.01627 0.01588

Table 15: Results of the benchmark comparison for thg (z, Q?) structure function in the two NLO FONLL
schemes, denoted by scheme A and scheme B. In the two casesvigehe results without threshold prescrip-
tion and with two different threshold prescriptions;-scaling and a damping factor. Results are provided at the
benchmark kinematical points in Q2.

[ = ] FONLL-Cplain | FONLL-C-damp [ FONLL-C-x |

Q7 =4Ge\?
10-° 0.37255 0.27609 0.27096
10— 0.17702 0.14585 0.14235
10-3 0.07001 0.06492 0.06381
102 0.02027 0.02004 0.02019
101 0.00149 0.00078 0.00069
Q%7 =10 Ge\?
10-° 0.78141 0.69206 0.64037
10—4 0.37400 0.34507 0.32514
103 0.15564 0.14932 0.14446
10—2 0.05106 0.04938 0.04869
101 0.00547 0.00462 0.00387
Q% = 24 Ge\?
10-° 1.30170 1.25019 1.19206
10~4 0.63138 0.61466 0.59361
10—3 0.26822 0.26401 0.25864
10—2 0.09009 0.08856 0.08717
10-1 0.01067 0.01012 0.00915
Q% =100 Ge\V?
10-° 2.39198 2.37634 2.35015
10— 1.13357 1.12863 1.11943
10-3 0.47207 0.47058 0.46798
10—2 0.15213 0.15146 0.15054
10-1 0.01804 0.01784 0.01729

Table 16:Results of the benchmark comparison for fhe(z, Q?) structure function in the NNLO FONLL scheme,
denoted by scheme C. As before, we provide the results witthwashold prescription and with two different
threshold prescriptiong,—scaling and a damping factor.
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| x | S-ACOT plain | S-ACOT=x | S-ACOT (v2) | Full ACOT plain |

Q? = 41GeV?
100 0.27339 0.15780 0.23670 0.30121
10—4 0.16327 0.09171 0.13749 0.17774
10-3 0.08386 0.04497 0.06734 0.08956
10—2 0.02839 0.01360 0.02030 0.02950
10-5 0.00203 0.00026 0.00038 0.00169
Q= 10GeV?
109 0.67349 0.52648 0.63177 0.69789
10—4 0.37254 0.28768 0.34503 0.38545
10-3 0.17826 0.13482 0.16153 0.18395
10—2 0.06024 0.04338 0.05185 0.06211
10-5 0.00554 0.00259 0.00305 0.00547
QF =24 GeV?
105 1.19413 1.07983 1.16981 1.20362
10—4 0.62805 0.56516 0.61188 0.63403
10-3 0.28739 0.25642 0.27736 0.29070
10—2 0.09588 0.08382 0.09046 0.09742
10-5 0.00986 0.00736 0.00785 0.00997
QZ = 100 GeV?
109 2.29983 2.25162 2.29665 2.29853
10-4 1.12920 1.10453 1.12588 1.12988
10-3 0.48339 0.47203 0.48072 0.48442
10—2 0.15346 0.14918 0.15161 0.15415
10-5 0.01629 0.01531 0.01540 0.01640

Table 17: Results of the benchmark comparison for thg (x, Q?) structure function for the ACOT family of

NLO GM-VFN schemes. We provide the results for both full AC@id simplified ACOT (S-ACOT) without

any threshold prescriptions, as well as those for S-AGQOWith the y—scaling threshold prescription of Hq.194,
and S-ACOTy (v2) with the y—scaling threshold prescription of Hg.195, Results are plediat the benchmark
kinematical points i, Q2.

| x [ MSTWO08 NLO plain | MSTW08 NLOx [ MSTWO08 NNLO plain [ MSTWO8 NNLOx |
Q%2 =4Ge\V?
10=° 0.36337 0.32667 0.47899 0.42824
10~4 0.20751 0.18173 0.20366 0.18164
103 0.09873 0.08220 0.07654 0.07139
10—2 0.03174 0.02364 0.02649 0.02690
10—t 0.00215 0.00046 0.00192 0.00128
Q> =10Ge\?
10-° 0.76342 0.72170 0.88803 0.83214
10~4 0.41689 0.38936 0.40160 0.37813
1073 0.19326 0.17652 0.16315 0.15704
10—2 0.06370 0.05530 0.05738 0.05679
10—t 0.00571 0.00319 0.00575 0.00468
Q% =24GeV?
10-° 1.28397 1.25966 1.40641 1.36811
10—4 0.67251 0.65634 0.65687 0.64135
10-3 0.30255 0.29252 0.27505 0.27089
10—2 0.09946 0.09403 0.09593 0.09520
10—t 0.01008 0.00806 0.01090 0.00998
Q% =100 GeV?
10—° 2.38877 2.38560 2.49312 2.47939
10—4 1.17358 1.17027 1.16278 1.15769
10-3 0.49872 0.49601 0.47953 0.47822
10—2 0.15719 0.15534 0.15837 0.15802
101 0.01658 0.01568 0.01836 0.01789

Table 18: Results of the benchmark comparison for thg (x, Q?) structure function for the NLO and NNLO
TR’ schemes. In the two cases we provide the results withouthiblé prescription and with the TR —scaling
threshold prescription which is implemented in the MSTW@8tpn fits. Results are provided at the benchmark
kinematical points i, Q2.
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Part IV
HIGGS PHENOMENOLOGY

23. ADDITIONAL JET PRODUCTION FROM HIGGS BOSON + DIJETS THRO UGH
GLUON FUSION [6

23.1 Introduction

The description of Higgs production in association withsjahrough gluon fusion, is important for
several reasons. Firstly, a clean extraction of the cogpirthe Higgs boson to weak bosons in the weak-
boson-fusion channel requires that the gluon fusion domfion be suppressed as much as possible.
Secondly, by focusing directly on the gluon fusion conttidm, it is possible to extract not just the
absolute size, but also tl@P-structure of the Higgs boson coupling to gluons inducedugh a top-
loop [488]. In both cases the description of further hardiatoin from the lowest-order process is
important. The different radiation pattern observed in kvbason-fusion and gluon-fusion can be used
to reject the latter. Moreover, the tree-level observaion the extraction of’ P-properties could be
spoilt by decorrelations due to further hard emissionsgsmbbservables which are robust against these
higher order corrections are employed in the analysis|[489]

In this contribution we will compare the description of thedi state obtained using a tree-level
matched parton shower [269-271] (represented by SHERPB/IBZ]), a next-to-leading order (NLO)
calculation ofhjj production through gluon fusion (as implemented in MCEMA@J]) and finally the
HEJ High Energy Jetsresummation scheme based on the factorisation of seajtamplitudes in the
high energy limit[[345-348].

23.2 Inclusive predictions

We start by comparing predictions for distributions in a géarobtained by requiring at least two jets
of at least 40 GeV transverse momentum and a rapidity less4tteobtained with thé;-jet algorithm

of Ref. [491] with D = 0.7. The rapidity of the Higgs boson is also required to be lees #h5. For
this study we have chosen a putative Higgs boson mass of 1¥(a@a set the centre-of-mass energy,
Vs =10 TeV.

In Fig.[68 we compare the differential distribution of theidity span between the most forward
and most backward jet\y,;, obtained within the three descriptions. For MCFM and HEl tands
indicate the variation obtained by changing the renorraibs and factorisation scale between 40 GeV
and 120 GeV (but with two powers of; always evaluated at the scale of the Higgs boson mass). The
uncertainty of the predictions made with SHERPA is estinhdig varying the prefactor of the nodal
scales within the parton shower (and the higher-orderleeel matrix elements) between 1/2 and 2. We
see that the shapes are all in good agreement with each atitethat the scale uncertainty is smallest
for the full NLO calculation of MCFM.

In Fig.[69 we analyse directly the average number of hard@teve 40 GeV transverse momen-
tum) obtained in thé; jet algorithm as a function of the rapidity spany,,. The same observable was
analysed folV +dijets in Ref.[[492]. As discussed there, the framework of [B39-+341] implies, for a
certain class of processes (to which bgth— h;jj through gluon fusion angp — W3 belong), an in-
crease in jet count with increasing rapidity span. In tuathsan increase in the amount of hard radiation
necessitates the inclusion of increasingly higher ordenections in order to obtain stable predictions for
increasingAy.,. The modelling of this increase is important for the applaraof a jet veto to suppress
the gluon fusion contribution th+dijets. While all three calculations show an increase ofi¢iheount
with increasingAy,,, the amounts of increase differ. Using HEJ, the average eumbjets found in

0Contributed by: J. R. Andersen, J. Campbell and S. Hoche.
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Fig. 68: The distribution with respect to the rapidity diffe Fig. 69: The average number of hard jets (above 40 GeV trans-
enceAy,; between the most forward and most backward jegerse momentum) obtained in the jet algorithm, as a func-
of more than 40 GeV. tion of the largest rapidity spafAy., between two jets.

events with a rapidity span of 5 is just slightly more than 8nfpared to 2.8 in the case @f +dijets
studied in Ref.[[492]). SHERPA produces less of the hardataiti, with an average of 2.8 hard jets
when the rapidity span i&y,;, = 5. The rise in the average number of jets with increasing rpgpan
obtained with SHERPA is slightly slower than linear — andago than the predictions obtained with
ALPGEN [353]+HERWIG [[351] forl¥V +dijets. Finally, the prediction of NLO QCD (obtained from
MCFM) indicates an even smaller average number of jets géleapidity spans. For a scale choice of
40 GeV, the average number of hard jets in events with a sp&ampits of rapidity is comparable to that
obtained in NLO QCD fol/ +dijets [492]. There is a large variation induced by a vasiabf factori-
sation and renormalisation scale, which is to be expectaskghis observable only becomes non-trivial
at NLO. This variation is particularly noticeable at smalpidity spans, where the extrema of the band
represent rises that are either stronger or weaker thae thiatsined in the other two predictions.

23.3 Predictions at large rapidity span

We now impose an additional cut, to focus on the region whecedf the jets are separated by a large
rapidity span,Ay,, > 4. This situation arises naturally for the weak-boson-fasowocess, where the
gluon-fusion channel discussed here will act as a backgrdnrextracting the coupling between the
weak and the Higgs boson.

In Fig.[7Q we show the predictions for the transverse monmrgipectrum of the Higgs boson. The
HEJ approach predicts a much harder spectrum than thaheltan SHERPA and MCFM. As expected,
the latter two predictions agree with each other quite wethis region, with the NLO curve consistently
narrower.

Finally, in Fig.[71 we investigate the effect of vetoing aduial jet activity beyond the two that
define the rapidity span. This is interesting for suppres#ie gluon-fusion contribution. We parametrize
the veto as in Ref[ [346] by using the variabjeas follows. Given the rapidity spaly., = |ya — ysl,
we compute the midpoint of rapidities of the two jets furthagart in rapidity,yo = (yo + v5)/2. An
event is only removed by the veto if it contains a further yeitlf transverse momentum at least 40 GeV)
at rapidityy’ with |y —yo| < y.. With this definition we see that the cross sectigp. = 0) corresponds
to applying no veto at all, whilst the limit of large. corresponds to vetoing all additional jets. Traxis
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on Fig.[71 indicates the fraction of the cross section withateveto which survives as a function gf.
Once more there is a clear difference between the HEJ prediahd that of SHERPA and MCFM, both
in the dependence an as it increases from zero, and in the asymptotic value fgelar. This is simply

a reflection of the differences observed in the predictimrgife amount of hard jets for larger rapidity
spans, as indicated in Fig.169. As in that figure, the MCFM haditates a large scale uncertainty due
to the essentially leading order nature of the predictiarttis observable.

23.4 Conclusions

In this contribution we have performed an introductory stud the additional radiation expected in
Higgs + dijet events at the LHC. Understanding the charesties of this radiation would be crucial to
determining the nature of the Higgs boson, such as its cogplio matter and it€’ P-properties. We
have compared the predictions of three very different tbigcal approaches: a matrix-element improved
parton-shower (SHERPA), NLO QCD (MCFM) and a calculatiorsdzh on behaviour of the matrix
elements to all orders in the high energy limit (the HEJ resation).

The predictions obtained for the rapidity difference bedwéhe most forward and most backward
hard jet are in good agreement between all three calculatidfurthermore, the predictions for the
number of additional jets are in reasonable agreement leetébe models for smaller rapidity spans (up
to 2). For larger rapidity spans, the HEJ resummation scHeaus to more hard jets than in either NLO
QCD or SHERPA. This induces a difference in the effect of a @t further jet activity. Using HEJ, the
Higgs boson tends to be accompanied by more additionalaeattiation that would be subject to a jet
veto.

The work presented here should be contrasted with the sistilay of W -+dijet events in Ref.
[492]. A more detailed analysis of predictions for addiabmadiation inW, Z andh+dijet events is
required in order to assess the potential for applying tedubm the study ofit’,Z+dijets to that of
h+dijets. One might expect that a relatively early study aliation in1¥ and Z+dijet events could pave
the way for later studies of the Higgs boson with more integrduminosity.

132



24, NLO ELECTROWEAK CORRECTIONS TO HIGGS BOSON PRODUCTION AT
HADRON COLLIDERS: TOWARDS A FULL COMPLEX MASS SCHEME  [f]

24.1 NLO Electroweak forgg — H

Gluon fusion is the main production channel for the Standdaitlel Higgs boson at hadron collid-

ers. Unsurprisingly, radiative corrections have beendhghly investigated in the past years; in par-
ticular, since next-to-leading order (NLO) QCD correcgomcrease the inclusive cross section for
Higgs production at the LHC by a factor of about to 1.7 with respect to the leading order (LO)

term [309], there was a flurry of activity on higher order QCfieets. Recent reviews on the subject
can be found in Refs_[316, 493—-495], Refs. [4961+498] We hewently completed the evaluation of all

NLO electroweak corrections to the gluon-fusion Higgs jpcitbn cross section at the partonic level in
Refs. [499-502]. The inclusive cross section for the préidacof the Standard Model Higgs boson in
hadronic collisions can be written as

1 1
o (s, M2) =Y / day / dzy Fin (21, 12) iy (22012)
1,5

1 M2
X /0 dzé(z— A ) 2o Gij (z;as(u%),Mz/u%;Mz/M%), (97)

SX1T9

wherey/s is the center-of-mass energy amd andy.; stand for factorization and renormalization scales.
In Eq.(97) the partonic cross section for the sub-proé¢ss: H + X, with i(j) = g,qy, G, has been
convoluted with the parton densiti¢fs,;,, for the colliding hadrong,; andh;,. The Born factor isr(%).
The coefficient functionss;; can be computed in QCD through a perturbative expansioneistitong-
coupling constandg,

™

Gy (202, M2 [ M2 J122) = o2 (42) 3 (M) G (202 2 M2 J2) . (98)

n=0

with a scale-independent LO contribution givendﬁgg)(z) = 0ig 6j4 6 (1 — 2) . The inclusion of higher
order electroweak corrections in Hq.[97) requires to defifactorization scheme. Originally, we in-
troduced two options for replacing the purely QCD-corrdgbartonic cross section in EQ.{97) with the
expression including NLO EW corrections, complete faation: o(®) G;; — ¢ (1 + dgy) Gij; and
partial factorizationz(?) Gij — o0 [Gij +a§(u§)5EW Gg.])} , whered embeds all NLO electroweak
corrections to the partonic cross sectiofyg — H),

Tow = a2(12)0 O (1 + Gy, (99)

The CF option amounts to an overall re-scaling of the QCDItedtessed at all orders with the NLO
electroweak correction factoy,; the PF option is equivalent to add electroweak correctton@CD
ones. Note that a calculation of the mixed QCD - EW correstibas been performed in Ref. [493];
a significant numerical difference from the prediction of #tomplete factorization hypothesis has not
been observed. Results for NLO EW corrections are givengi(E.

24.2 Higgs Pseudo-Observables

The Higgs boson, as well as th& or Z bosons, are unstable particles; as such they should be egmov
from in/out bases in the Hilbert space, without changinguhgarity of the theory. Concepts as the
production of an unstable particle or its partial decay hsdtnot having a precise meaning, are only
an approximation of a more complete description. The inisb@scies associated with the on-shell

®1Contributed by: G. Passarino.
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LSZ formulation of an unstable external particles becomeiqdarly severe starting from two-loops,
as described in Ref. [500]. At the parton level thematrix for the process — f can be written as

S =Vi(s) Au(s) Vi(s) + Bif(s), (100)

whereV; is the production vertex— H (e.g.gg — H), V; is the decay verteXI — f (e.9. H — ~y),
Ay is the Dyson re-summed Higgs propagator @&hg is the non - resonant background (egg.— vy
boxes). In the next section we will introduce the notion oimgbex pole. A vertex is defined by the
following decomposition

Vi(s)=>_ Vi(s, {S}H) Ff ({ps}) (101)

wheres = —P2 (with P, = >_rps) s @ {S}is the set of Mandelstam invariants that characterize
the processH — f, Vi are scalar form factors and tlié]? contain spinors, polarization vectors etc.
Although a modification of the LSZ reduction formulas hasrbpeoposed long ago for unstable parti-
cles we prefer an alternative approach where one considéactng informations on the Higgs boson
directly from

< fout|H >< H|iin >—|—Z < fout|n >< nl|iin >, (102)
n#H

for some initial state and some final stat¢ and where{n} @ H is a complete set of states (not as in
the in/out bases). The price to be paied is the necessity wvitganto the complex plane. Defing, and
I,u(s)as

b)) -3
Sy —mEI+ZHH(SH) :07 HHH(S) = HH(S) HH(SH), (103)

s— Sy

whereX , ; is the Higgs self-energy; then the, Dyson re-summed, Higggagator becomes

—1
App(s) = (s — SH)_l [1 + HHH(S)] ) Zy =1+ 1y (104)
Using Eq[(104) we can write EG.(T00) as

Spi = [ 22 2(5) Vils)]| ——— [2a"*(5) Vy(s)] + Bgls). (105)

S — Sy
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O cnMcep /UCMRP

From theS -matrix element for a physical process> f we extract the relevant pseudo - observable,

S(H.— f) = Z7"*(s0) Vi(su), Spi= St = He) S(He = ) + non resonant terms (106)
s— Sy

which is gauge parameter independent by construction. @ht@pdecay width is further defined as

7T4
= =2 [any (o) Y [ 1 )

spins

2
, (107)

where the integration is over the phase space spanngfl by with the constraint’; = ) py. One
should not confuse phase space and the real valsie-of- P2 where the realistic observable is measured
with the complex value fos where to compute gauge invariant loop corrections. Theoeghof P2
(phase space) where to define the pseudo - observable istiomz and we will usé\/2 =| s |, with

Sg = /’LEI — U Va-

We define two different schemes and compare their resusCMRP schemeé [500], the complex
mass scheme with complex interid& and Z poles; the CMCP scheme, the (complete) complex mass
scheme with complex, external, Higgd’(Z etc.) where the LSZ procedure is carried out at the Higgs
complex pole (on the second Riemann sheet). We presenttthefa (pp — H) in the two schemes,
using MSTW 2008 LO partondistribution functions (PDE) [$4®he ratio is given in Fid._73.
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Fig. 73: The ratiooccmcr/ocure for the production cross-sectigsp — H, as a function ofuz, for different energies,
/s = 3TeV (red),\/s = 10 TeV (blue) and,/s = 14 TeV (yellow). Cross-sections are computed with MSTW2008ROFs.
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25. QCD-ELECTROWEAK EFFECTS AND A NEW PREDICTION FOR HIGGS P RODUC-
TION IN GLUON FUSION WITHIN THE SM

25.1 Introduction

The search for the Higgs boson is a primary goal of the CERNé& &tadron Collider (LHC), and is a
central part of Fermilab’s Tevatron program. Recently, Teegatron collaborations reported a 95% con-
fidence level exclusion of a Standard Model Higgs boson wittaas in the rangé63 — 166 GeV [503].
The dominant production mode at both colliders, gluon fasloough top-quark loops, receives impor-
tant QCD radiative corrections [309,310,504]. The inatasiesult increases by a factor of 2 at the LHC
and 3.5 at the Tevatron when perturbative QCD effects tHraxt-to-next-to-leading order (NNLO),
in the infinite top quark mass limit, are taken into accourdtl[812]. A review of the latest theoreti-
cal developments in the search for the Higgs boson withinStamdard Model can be found in_[505]
. The theoretical uncertainty from effects beyond NNLO isneated to be about-10% by varying
renormalization and factorization scales. At this levepcision, electroweak corrections to the Higgs
signal become important. In Ref, [506, 507], the authorsifgal out the importance of a subset of dia-
grams where the Higgs couples to the W and Z gauge bosons satiiidequently couple to light quarks.
A careful study of the full 2-loop electroweak effects wasfpened in Ref. [501]. They increase the
leading-order cross section by upie- 6% for relevant Higgs masses. An important question is whether
these light-quark contributions receive the same QCD erdraent as the top quark loops. If they do,
then the full NNLO QCD result is shifted by5 — 6% from these electroweak corrections. As this ef-
fect on the central value of the production cross sectiontharkfore on the exclusion limits and future
measurements is non-negligible, it is important to qugntifThe exact computation of the mixed elec-
troweak/QCD effects needed to do so requires 3-loop diagimaitihh many kinematic scales, and 2-loop
diagrams with four external legs for the real-radiatiomrsr Such a computation is prohibitively difficult
with current computational techniques.

In Ref. [493], the QCD corrections to the light-quark termsttie Higgs production cross section via
gluon fusion were computed using an effective theory apgrodhis approach was rigorously justified
by applying a hard-mass expansion procedure to the fulbB-tmrrections. In addition to that, the most
up-to-date QCD prediction for the Higgs boson productiarssrsection in this channel was provided for
use in setting Tevatron exclusion limits. This includes M@®TW2008 PDFs, the exact NLO K-factors
for the top, top-bottom interference and bottom quark gbuations, NLO effects arising from W and Z
gauge bosons [508] and all the new theoretical results.

25.2 The mixed QCD-electroweak effects
The cross section for Higgs boson production in hadronitisiohs can be written as

1 M2
8 MH Z/ dl‘l/ dx? fz/h1 mlnuF)f]/h2(x2”uF)/0 dzo <Z— xchs)

x 265 (205 (W), apw, Mi /g Mg /%) - (108)

Here, /s is the center-of-mass energy of the hadronic collision, and . respectively denote the
renormalization and factorization scales, and f)g denote the parton densities. The quantidyis
the partonic cross section for the procégs— H + X with i, 5 = g¢,¢,¢. As indicated, it admits a
joint perturbative expansion in the strong and electronaalplings. Considering QCD and electroweak
corrections and suppressing the scale dependence foligiyghe partonic cross section can be written
as:

61 = oo GV (2 i( ) G (). (109)

n=1

2Contributed by: R. Boughezal.
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The QCD corrections to the one-loop diagrams coupling tlegslboson to gluons via a top-quark loop
are given by
= as\"™ _(n
Gij(zas) =Y <_) G (2). (110)

T
n=1

The cross section in Eq._(109) includes corrections to thdifey-order result valid throug®(«) in
the electroweak couplings and ¢ «?2) in the QCD coupling constant in the large top-mass limit upon

inclusion of the known results fc(r?l(l.’z). Since the perturbative corrections to the leading-ordsuit

are large, it is important to quantify the effect of the QCDreations on the light-quark electroweak
contributions. This would require knowledge of the mix@daa,). In lieu of such a calculation, the
authors of Ref/[501] studied two assumptions for the e QCD corrections on the 2-loop light-quark

diagrams.

e Partial factorization no QCD corrections to the light-quark electroweak diagsaare included.
With this assumption, electroweak diagrams contributey @1 — 2% increase to the Higgs
boson production cross section.

e Complete factorizatianthe QCD corrections to the electroweak contributions asamed to be
identical to those affecting the heavy-quark diagrams.

In this case the light-quark diagrams increase the full NNRCD production cross section by — 6%.
The last assumption was used in earlier exclusions of a SMydHimpson by the Tevatron collabora-
tions. The calculation of th&(a«;), which allows one to check these assumptions, can be dohe in t
framework of an effective field theory where the W-boson tegnated out:

C
Lojf= —QSZ;HGZVG“W. (111)

The Wilson coefficient”; arising from integrating out the heavy quark and the W-boisodefined
through

1
Cr =~ {1+ dew [1+aCru + ai0] +asCig +alCay}
11 2777 19 67 1
1q 1 L 288+16t+ F( 96+3t>’
3a 2[5 7 22
Apw = w4 |7 asiy + sy | H4
Ew 16ms?, {c%,v [4 3wt 9SW} i }’

wherea, = a4/m, Np = 5 is the number of active quark flavors; = In(u%/m?) and sy, cy are
respectively the sine and cosine of the weak-mixing anghe Wilson coefficient obtained from using
the complete factorization assumption is given by

ac 1
cfee = —5= (L4 Apw) {1+ a:Cig +a3Cs } -

Factorization holds i, = Ci4, andCy,, = Cy,. To test this assumption, th&y, coefficient was
calculated in[[493] by expanding the 3-loop QCD correctitmghe light-quark electroweak diagrams,
keeping the leading term. The numerical effect of variousias forCs,,, was also studied.
After a computation following the approach outlined abowve,obtain the following result fo€',,:

7

Cly = G (112)
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| mu[GeV] | o"[pb] | scale | PDF only | PDFamj;[GeV] | o”[fb] | scale | PDF only | PDF+y |

110 1429 [ 5% | Ioie | Iiofe [160 0442 [ TR0 [ THE | TB5
115 1252 [ 590 [ fon Thji |65 0.389 | M7 | 156 T
120 1102 | 595 [ 56 Tt [170 0.347 [ D% | 5% RH
125 0974 | 2 15 275 0313 | B2 [ 5o 1307
130 0863 | i | 70 | Tifg |180 0283 | I, | 9% | Tism
135 0.768 | 528 | T5¥ FI25185 0.253 | B0 U7 IREER
140 0685 | *3% | 5 | Tiigs 190 0229 | Mg | o7 | Tise
145 0613 | M7 | 1% | Tiafs 195 0208 | M1 | Toes | 1137
150 0549 | [ FI33 FIZ571200 0.189 | = U5 AR
155 0494 |95 | T8 | e |- - - - -

Table 19: Higgs production cross section (MSTWO08) at Tevafor /s = 1.96 TeV, with u = ur = ur = My /2 and
ot = oNEEC + o B C. The scale uncertainty, PDF uncertainty without and actiogrior o, error as described in [437]
are shown in the third, fourth and fifth colum respectively,aafunction of the Higgs boson mass. All the errors are pércen

ones.

Two points should be noted regarding the comparison of tlitis the factorization hypothes'@{i‘,jC =
Ciq = 11/4. First, there is a fairly large violation of the factorizati result:(Ciy — Ci4)/Cryw =
1.4. However, QCD corrections to the Higgs-gluon-gluon magigments are much larger than this
difference, and a large deviation from thé& — 6% shift found before does not occur.

25.3 The updated integrated Higgs cross section

In tables[(1P) and (20), the numerical results for the newdipt®ns of the gluon fusion cross section in-
cluding all currently computed perturbative effects on¢hass section, are shown for both colliders, the
Tevatron and the LHC. These are: the NNIOfactor computed in the larger; limit and normalized

to the exactn;-dependent LO result, the full light-quark electroweakreotion and the)(«;) correc-
tion to this encoded iy, the bottom-quark contributions using their NLO K-factevigh the exact
dependence on the bottom and top quark masses, NLO effesitgyeform W and Z gauge bosoris [508]
and finally the newest MSTW PDFs frog®08 [437,449]. The uncertainty on the total cross section
is estimated by accounting for the scale and the PDF unogési In the fourth and fifth columns we
show the PDF uncertainty alone as compared to the unceriaitained by accounting for the PDF and
«s uncertainties simultaneously as described in [437]. Thésencertainty due to missing higher order
corrections is estimated by varying the scale in the rdidg /4, M|, which is a factor of two around
the central valugir = up = = My /2. We note that the new numerical values &re 6% lower than
the numbers in Refl [509] used in an earlier Tevatron exatusif a SM Higgs boson.
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[ mulGeV] | o"[fb]

scale| PDF only | PDF+qnpz[GeV] | o"'[fb] | scale| PDF only | PDF+a,

110 | 37.973 | F% | 316 Tk | 160 | 18619 | TIT [ T3 o
115 | 34977 | §5 | BE 7% | 165 | 17.080 | Tgg | T3S o
120 | 32301 | %§7 | 30 1% | 10 ] 15936 | T | TEG R
125 | 29918 | Tgr | I3 oo [ 175 | 14979 | I | IR o
130 | 27.794 | Ly TEL 7o ] 180 14118 | 7550 [ 50 o
135 | 25.879 | TE | BT o3 | 185 | 13198 | g% [ I S
140 24151 | 58 12T 227190 12.408 | T652[ FI72 e
145 | 22606 | TG0 | T Tros | 195 | 11743 | TUN | TR EH
150 | 21.204 | T3 | TED T2 | 200 | 11353 | FUSS | FE | TGl
155 | 19919 | T | T3N3 o | - - - - -

Table 20: Higgs production cross section (MSTWO08) at LHC §6¢ = 10 TeV, withu = ur = pur = Mg /2 and
ot = oNEEC + o R C. The scale uncertainty, PDF uncertainty without and actiogrior o, error as described in [437]
are shown in the third, fourth and fifth colum respectively,aafunction of the Higgs boson mass. All the errors are pércen

ones.
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Part VvV
MC/NLO INTERFACE P2

Many highly developed Monte Carlo tools for the evaluatidncimss sections based on tree matrix
elements exist and are used by experimental collaboratiohigh energy physics. As the evaluation of
one-loop matrix elements has recently been undergoingrenes progress, the combination of one-loop
matrix elements with existing Monte Carlo tools is on theitam. This would lead to phenomenological
predictions at the next-to-leading order level. A complateposal (calledinoth Les Houches Accord
for a standard interface between Monte Carlo tools and oop-natrix element programs can be found
in [24]]. In this Section, we collect a few examples of the dare.

This Section is Dedicated to the memory of, and in tributd lmmas Binoth, who led the effort to
develop this proposal for Les Houches 2009. Thomas led soeiskions, set up the subgroups, collected
the contributions, and wrote and edited the proposal.

26. EXAMPLE IMPLEMENTATION OF AN EW MC/OLP INTERFACE BETWEE N SHERPA
AND RADY [

26.1 INTRODUCTION

In this section we describe an implementation of an interfaetween a Monte Carlo program (MC),
SHERPA[132], and a one-loop program, RADY (RAdiative cotiens for Drell-Yan processes) [510—
517], for the calculation of electroweak next-to-leadingey (NLO) corrections to the neutral-current
(NC) Drell-Yan process. Compared to an MC/OLP interfaceNaO QCD corrections this is more
involved, since the treatment of unstable particles ancthiwéce of electroweak couplings requires the
exchange of additional information. Furthermore, in theecaf electroweak corrections the use of
mass regularization for soft and collinear divergenceshearelevant when one considers processes with
isolated leptons in the final state.

As described in[[24], such an interface should work in twoggsa first thdnitialization phase
where all the main information is exchanged between the M€Ctha OLP, and second thran-time
phasewhere the MC calls the OLP via the interface. In our caseinteeface for calling the OLP RADY
(a FORTRAN program) from SHERPA (a C++ program) is using a benof C wrapper functions,
which allow linking all together. The core of the interfaaen€tions is written in FORTRAN, which
simplifies the setup and use of internal parameters andifunscof RADY .

Much of the technology used in SHERPA's electroweak dipalaraction is based on the imple-
mentation for the pure QCD case [267], using the matrix elgrgenerator AMEGIC[[300].

26.2 INITIALIZATION PHASE

During this phase, the MC requests a particular process &@idptions from the OLP via an order file,
and the OLP in turn creates a contract file. In the contracttfiee OLP confirms or rejects the individual
orders of the MC. In our case, the MC can request the OLP tdeceeeontract file using the C function

void Order(const char * order_file);

The order file contains the setup as wanted from the MC. Elienytafter a# is treated as a comment.
Options are specified by the name of the option (flag) and ttimgdor this option separated by white
space. All orders are case insensitive. An example ordewbldd look like:

83Contributed by: T. Binoth, F. Boudjema, G. Dissertori and_Azopoulos, A. Denner, S. Dittmaier, R. Frederix, N. Greine
and S. Hoche, W. Giele, P. Skands and J. Winter, T. GleisBefychibald, G. Heinrich, F. Krauss and D. Maitre, M. Huller,
Huston, N. Kauer, F. Maltoni, C. Oleari, G. Passarino, RaBitS. Pozzorini, T. Reiter, S. Schumann and G. Zanderighi.
84Contributed by: J. Archibald, S. Dittmaier, F. Krauss andHdiber.
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## example order.dat
## OLP settings

CorrectionType EW

MatrixElementSquareType CH_SUMMED

CKMInLoops Unity

ResonanceTreatment ComplexMassScheme

# IRRegularisation DimReg

IRRegularisation MassReg

IRRegulatorMasses MU, MC, MD, MS, MB, ME, MMU, MTAU
IRsubtraction None

EWRenScheme OLPdefined

Power_Alpha 2

Power_Alphas 0

## numerical input parameters (Model file + additional ew. i nput)
ModelFile model_sm.slha

IN_alphaO 0.0072973525678993

## processes
2->21-113 -13
2 ->22-213 -13

Our interface currently supports the following options:
e CorrectionType
— EWincluded : QCD and EW corrections
— QCDonly or QCDQCD corrections
— EWEW corrections (QED + weak)
— QED photonic corrections
— Weak genuinely weak corrections
— BornOnly : LO only

e MatrixElementSquareTypeType : CH_SUMMED
e CKMInLoops : Unity
e ModelFile : Model file in SLHA format
¢ IRRegularisation
— DimReg
— MassReqg: In this case also the optidRRegulatorMasses  followed by a list of masses
to be treated as small is necessary

e IRSubtraction
— DipoleSubtraction : add endpoint contributions to virtual corrections
— None: just virtual corrections
e ResonanceTreatment
— ComplexMassScheme
— FactorizationScheme
— PoleScheme
¢ EWRenScheme
— alpha0 : «(0) everywhere
— alphaMZ : a(Mz) everywhere
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— alphaGF : ag, everywhere

— OLPdefined : a(0) for photon radiation, i.e. the photonic NLO correction te ttross sec-
tion scales Withm(())a%;u, whereas the genuinely weak NLO correction to the crossasect
is proportional tcn?éu. For~+ initial statesx(0) is used everywhere.

In addition to these options, the order file is also used thvange additional parameters, which are not
part of the SUSY Les Houches Accord (SLHA) [513]. In our cdsevalue ofx(0) is not deduced from
a(My), but is set explicitly via the optioiN_alphaO . All other model parameters are passed through
a SLHA model file. For this purpose RADY uses the SLHAL514]. If an essential option is missing,
the default for this option is set and added to the contraet fil

For the example order file shown above the correspondingaxirfile returned by the OLP looks
like:

correctiontype gcdonly | 1 # ggqcdew = 1\
qvirt = 1, gewho = 0, gewhel = 0, qsusy = O
matrixelementsquaretype ch_summed | 1
ckminloops unity | 1
resonancetreatment complexmassscheme | 1 \
# gwidth = 1
irregularisation massreg | 1 # gregscheme = 1
irregulatormasses mu, mc, md, ms, mb, me, mmu, mtau I\
1 # Small masses are: MU, MC, MD, MS, MB, ME, MMU, MTAU.
irsubtraction none | 1 # gbrem = O
ewrenscheme olpdefined | 1 # galp = 2\
goptimalscheme = 1
power_alpha 2 | 1
power_alphas 0 | 1
modelfile model_sm.slha | 1
in_alphaO 0.0072973525678993 | 1
2 ->21-113 -13 | 12 # proc_label = 2
2 ->22 -2 13 -13 |11 # proc_label = 1
# paremeters used by OLP
# NOTE: EWRenScheme = OLPdefined
# alpha is used for LO q\bar{g} \to I"+I*-, i.e. proc_scheme= 1,2,4,
# and alphalR=alphaO is used for LO \ga\ga \to I"+I*-\
i.e. proc_scheme=8
OUT _alpha 0.7547514055936910E-02
OUT _alphalR 0.7297352567899300E-02
OouUT_MZz 91.15348059999999
OuUT_Gz 2.494266380000000
OouUT_MW 80.37450950000000
OouUT_GW 2.140241340000000
OUT_CW 0.8817404089366329 , 0.3238080343356995E-03
OouUT_SwW 0.4717354368914205 : -0.6052431220634457E-03

where a\ at the end of the line indicates a line break in the contraet ffhe answers of the OLP
follow after| . If the OLP can provide the order, then it returnd afollowed by the internal options
of the OLP. Otherwise, if the option is not supportedlais returned. For valid subprocesses the OLP
returnsl, plus a process label to identify the subprocess duringuhedime phase. In addition to the
confirmation of the order, the OLP returns all parametersieddo calculate the LO cross section, for
the case when OLP and MC do not support the same options, tinydar for the treatment of unstable
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particles. These parameters are labeled V@thT _followed by the name of the parameter. The first
number after the parameter is the real part, and, if presemtsecond is the imaginary part. In our case
this additional information was not used, since both SHERRA RADY support the complex mass
scheme. Furthermor@UT _alpha andOUT_alphalR are returned , these are the couplings used by
the OLP for the calculation of the LO cross section and gezlyiveak corrections, and the photonic
corrections respectively. Note that these couplings avaldg all but theOLPdefined scheme.

26.3 RUN-TIME PHASE
During the run-time phase the MC initializes the OLP for the calling the function

void StartOLP(const char * contract_file);

where the passed string contains the name of the contracAfiler this initialization the MC calls

void EvalSubprocess( int proc_label, double * momenta,
double ren_scale, double alpha_s, double alpha_ew, double * result );
The first argumentproc_label , is an integer label which encodes bitwise the informatibn o

the subprocess to be calculated, i.e. bit Odar bit 1 for dd, bit 2 for bb, bit 3 for v+ initial state.
The second argument is an array for passing the momenta witendion4 x #particles, ordered
in such a way that the first 4 entries correspond 9., py, p-) of the first particles and so on. The
third argumentren_scale , is the renormalization scale. In the case of dimensiorgllegization
the infrared scale is identified with the renormalizatiomlec The values ofy; anda.,, are passed as
alpha_s andalpha_ew respectively. Here the electroweak coupling is only pre$ena possible
implementation of a running coupling. In our case we did maplement this and our couplings are
completely fixed during the initialization phase, accogdia the specified input parameter scheme.

The arrayresult  contains the information

result[0] = PoleCoeff2;

result[1] = PoleCoeffl;
result[2] = PoleCoeff0;
result[3] = BornSq;
result[4] = alpha_IR;
wherePoleCoeff2 ,...,BornSq are the results obtained by the OLP, afpha_IR is the coupling

to be used in the IR modules. Using the result for the Bornimatement squared, MC then evaluates
an effective coupling, defined by’ = (0)7|AP5Y|?/|.AMS' |2, whereP = PowerAlpha. This allows
to deduce the used valuesw@fluring run-time.

26.4 COMPARISON OF RESULTS

As a consistency check we calculated various types of diwrex using different options, with both
SHERPA using the interface to RADY, and running RADY as ad#done program. In Fig$. V4,175
and [76 we show the correction factor

_ donvo/dMy

_ 1, 113
dopo/dMy (113)

for the di-lepton invariant mass distribution. These agradhe permille level, demonstrating that the
interface works.
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27. THE LHA FOR MONTE CARLO TOOLS AND ONE-LOOP PROGRAMS: AN AP PLICA-
TION USING Bl ackHat AND Rocket WITH MadFKS®S

27.1 Introduction

In the last few years much progress has been made in the catigoubf next-to-leading (NLO) computa-
tions [515]. The high energy physics community has reachegbint where many of these calculations
can be done almost automatically. In many cases two separags are needed for a full NLO generator:

e the One-Loop Program (OLP) which calculates the virtualtGbutions to a process for a given
phase-space point,

o the Monte Carlo (MC) tool which takes care of the real emissithe subtraction terms and the
phase-space integration.

Only together, the OLP and MC codes can provide total crassoses and distributions at NLO accuracy.

To facilitate the usage of the OLP together with any MC anrfate has been proposed during the
Les Houches 2009 workshdp |24]. In this contribution we show this interface has been implemented
in the MC codeMadFKS[516] and the OLP codeBlackHat [104-+106] androcket [26/111,126] and
how it works in practice in the process e~ — n jets withn = 2,3, 4.

27.2 Code snippets

Before discussing the details of the interfaces betwdadFKSandBlackHat or Rocket , we shortly
remind the reader about the proposed LHA interface. Moraildeabout the proposal can be found
in [24].

27.2.1 The proposal for the interface in short

The first stage of using a OLP code with a MC code is the agreeoven the process and all related
settings via a so-called order file, written by the MC and feyathe OLP, and the corresponding contract
file written by the OLP. These settings include all relevaniuit parameters, possible approximations
(e.g. the leading color approximation) and the treatmemh®thelicity (e.g. sum of or Monte Carlo over
helicities). Because this initialization stage does nwblive linking the codes together, it will not be
discussed further in this note.

After an agreement has been established on the process itheewomputed and all relevant
settings and parameters the actual run can start. Duringimenthere are two more stages in the in-
terface. First the OLP will read the contract file and will #& corresponding input parameters. The
momenta and dynamical input parameters (such as the relipatian scale and the strong coupling)
are passed from the MC code to the OLP for each phase-spate pbe OLP performs the calculation
of the renormalized virtual matrix element squared andrnstiihe value for the loop corrections as an
expansion inl/e. The MC code then combines this result with the real radiatésm and performs the
phase-space integration.

In practice, when interfacingladFKSwith either BlackHat or Rocket , a library from the
OLP code has been created. This library can then be linkédadFKSand all information between
the OLP code and the MC code can be passed by subroutine Matise that the various codes can be
written in different languages, for instanBéackHat is written inC++, Rocket in Fortran95 and
MadFKSin Fortran77 . We start by first describing the interface betwdeocket and MadFKS
which is slightly simpler.

8Contributed by: R. Frederix, D. Maitre and G. Zanderighi.
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# contract produced by Rocket from 'order file’

MatrixElementSquareType C_SUMMED | OK note: color summed

IRregularization DR | OK note: DR scheme
CorrectionType QCD | OK note: NLO QCD corrections
Only_z false | OK note: photon contribution included
Only_Photon false | OK note: Z contribution included
Nf_light 5 | OK note: nr of light flavours
IAlpha_EM_MZ 128.802 | OK note: Inverse of em coupling
Alpha_S_MZ 0.1190000 | OK note: Strong coupling
SinThw2 0.23 | OK note: Sin(Th_W)"2

Mass_Z 91.188 | OK note: Z mass

Width_Z 2.43000 | OK note: Z Width

Color treatment Full Color | OK note: Full Color

Virtual Full NLO | OK note: Full NLO
2->311-111-121 | 1 4 note: process 4

Fig. 77: An example of a contract file used wRincket ine~e™ — ddg production.

27.2.2 LinkingRocket to MadFKS

BecauseFortran95  and Fortran77  are quite similar, no special treatment is needed if a com-
piler is used that is compatible with both languages, sudjfasran . Notice however that because
Fortran77 cannot handlenodules , subroutines that need to be called MadFKS have not been
placed inside a module in thocket .

In practice we use the following function call MadFKSto start-up the process:
call OLP_start(filename,status)

wherefilename is the name of the agreed-upon contract file atadus is set to 1’ by the OLP for
a correctly initialized contract file. During run-time thellbwing call is used to pass the information
about the phase-space point:

call Rocket_EvalSubproc(procnum,nexternal,p,hel,mu,a IphasS,virt_wgts).

According to the proposed Les Houches Accgnéhcnum is the number thaRocket gives to the pro-
cess in the contract filg, is a linear array containing four-momenta and masses ofxtegreal particles,
muis the renormalization scalaJpha$S is the strong coupling evaluatedrat, andvirt_wgts is a
four-component array with, in order, the double pole, strqble, finite part of the virtual matrix element
squared and the Born squared for the given phase-space poite also include the number of the
external particles and their helicities in the call, eveoutph this is not (yet) part of the LHA proposal.
The helicities are passed framadFKSto Rocket by the arrayhel to facilitate a Monte Carlo over the
helicitie®d. The number of external particles is passedbyternal . Although not strictly necessary
because this information can be deduced from the procekg icantract file, in practice it is simpler for
the declaration of the arraysandhel to have their sizes available as an argument of the submoutin

In Fig.[71 we show an example of a contract file that is usedriera the subprocesses contribut-
ing to the NLO corrections te—e™ — 3 jets. All the necessary parameters are specified in thisactnt
in the right column a brief explanation of the parameterdvsmg The string OK means that the running
option or parameter is allowed, but other than that thisrmiation is for the user and is not used by the
OLP or the MC. A string ERRORwould indicate that the option/parameter required thifotige order
file by the MC is not allowed and the initialization stage of @LP will fail.

30 far only the helicities ofmassles®xternal particles have been considered in the interface nfassive particles it is
also needed to agree upon the basis to project the spins.
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27.2.3 LinkingBl ackHat to MadFKS
When linking a C++ code to a Fortran code there are a coupksags that should be taken into account.

e First, inFortran arguments of the subroutines are passed by reference, alinicid be reflected
in the C++ code.

e Multi-dimensional arrays are build in different orders@++ andFortran . In particular, this
means that ifrortran  one can define a two-dimensional array of the momenta of aepbaace
point as

real *8 p(0:4, nexternal)
while in C++ this should be
double p[nexternal][4]
to get the one-dimensional array in the layout prescribethbyL HA proposal.

e Becausd-ortran compilers add (multiple) leading and/or trailing undergsoto variable names,
these need to be added in tGe+ libraries. The number of underscores depends on the compile
Also, Fortran is case insensitive, therefore the names of the subrouiting® OLP code that
the MC calls, should be in capitals or completely withoutitzap, again depending on the fortran
compiler. In our case, two trailing underscores and sulmeuhames in lower case letters are
needed.

e Furthermore, strings have to end with a null characte,iwhich means that this character has to
be added when passing the string of the location of the ccirfitafrom aFortran  Monte Carlo
code to &C++ OLP code.

In practice, this means that during the start-up phase tfawiog calls are used in thiladFKSand
BlackHat codes, respectively:

call OLP_Start(filename//Char(0),status)

and
extern "C" {
void olp_start__ (const char * filename,int& status);
}
During runtime
call OLP_EvalSubprocess(procnum,p,mu,alphaS,alphaEW, virt_wgts)
and

extern "C" {
void olp_evalsubprocess__ (int& Label,double * p,double& mu,
double& alpha_s,double& alpha_ew,double * result);

}

are the call and interface of the subroutine that are usedds fhe momenta and all relevant information
from MadFKSto BlackHat which returns the virtual matrix element squared. Bx¢ern "C" is
needed in the C++ code to prevent the symbol names to be naabglthe C++ compiler. It is to be
noted that the parameters have to be passed by reference.
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27.3 Sample results

As a proof of concept we show here some selected results f@ Niedictions to electron—positron
collisions to 2, 3 and 4 jets ats = M and with the renormalization and factorization scales atyal

to the Z boson mass. To define jets we use kpalgorithm and recombine momenta according to the
E-scheme, i.e. we add up the particles four-momenta.

In Fig.[78 results foRocket linked to MadFKSare plotted. On the left hand side are the LO
and NLO predictions shown for the inclusives 6 distribution in 2 jets production. This distribution
is defined as the cosine of the angle between the incomintratedirection and all of the final state
jets, defined according to the Durham jet algorithm. On tghtrhand side are the fixed LO and NLO
predictions shown of (one minus) the thrust distributionkjch starts from Born-level 3 parton events
and is therefore shown f@&-jet events.

In Fig.[79 we show two distributions calculated by linkiBackHat code to theMadFKSMC
program. In the plot on the left hand side, theparameter is shown ia" e~ — 3 jets at LO and NLO,
and in the plot of the right hand side tieparameter irete™ — 4 jets. [517,518]
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27.4 Conclusions

In this contribution we have shown how the proposed LHA fiaiez between Monte Carlo tools and one-
loop programs works in practice betweBlackHat or Rocket together withMadFKS The proposal
works well even if the codes are written in different langesg\We do not expect that linking other OLP
or MC codes using the LHA interface will lead to any furtheffidulties.
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