Available on CMS information server CMS NOTE 2008/018

The Compact Muon Solenoid Experiment

=
)

. CEﬁW

= ole \

P S
— A Mailing address: CMS CERN, CH-1211 GENEVA 23, Switzerland

November 17, 2008

Intercalibration of the barrel electromagnetic
calorimeter of the CMS experiment at start-up

The CMS Electromagnetic Calorimeter Group

P. Adzi?, R. Alemany-Fernandé?, N. Aimeidd”, G. Anagnostoti*!), D. Andelir?®), M. Anfreville®),

I. Anicin?242) Z. Antunovic”, R. Arcidiacond®, M. W. Arentort®), E. Auffray®®), S. Argiro'®), A. Askew'?),
O. Atramentoy?), S. Baccar$“*3), S. Baffionf), M. Balazs®), D. Barney?), L. M. Baroné®), A. Bartoloni'®,
C. Baty?), D. Bandurirt®), S. Beaucerot?), K. W. Bell??), R. Benett&®), M. Berchef), C. Berne?),

U. Berthori), M. Besancof?, B. Betev??), R. Beuselinck?, C. Biino'®, J. Blah&), P. Bloc#?), S. Blyth?%),
A. Bornhein?®, J. Bourotté, A. M. Brett®), R. M. Browr??), D. Britton®®), M. Buehle?®), P. Bussof,

B. Camanz?), T. Camporesi), E. Carrerd”), N. Cartiglid®, F. Cavallart*), M. Cerutt’), P. Chang”,

Y. H. Chang®, C. Charlof, E. A. Cherd®, W. T. Cherl®, Z. Cher??), R. Chipau%’, B. C. Choudhar{®),
R. K. Choudhury?, D. J. A. Cockerilf?), C. Combare?, S. Conetfi®), F. Cossutti®), B. Cox**),

D. G. Cussar®), I. Dafinei¥), D. R. Da Silva Di Calafio®®, G. Daskalaki¥, G. Davat?®), A. David'?,

K. Deiterg?), M. Dejardirf), M. Djordjevic??), R. Della Negr&, G. Della Ricca®, D. Del Ré¥), A. De Min'?),
D. Denegr?, P. Depassg, J. Descamp$, M. DiemoZ?), E. Di Marco?), G. Dissertor®), M. Dittmar?®),

L. Djambazov®, L. Dobrzynski’, S. Drndarevié®*2), J. E. Dubosc#, D. Dutta?), M. Dzelalija®),

A. Elliott-Peisert®), H. El Mamoun?), |. Evangelod®), D. L. Evans®), B. Fabbrd), J. L. Faur®, J. Fay),
F. FerrP), P. S. Flowet?), D. Franct?), G. Franzori®), K. Freudenreict), W. Funk?®, S. Ganjou?),

C. Gargiuld?, S. Gasco®, M. Gataullir’®, Y. Geerebaeft, F. X. Gentif), Y. Gershteifl?), A. Ghezzi®23),
M. D. Ghodgaonkde, J. Gilly”), A. Givernau®, S. Gninenkd?, A. Go*9), B. Gobbd®), N. Godinovié,
N. Golubev?), D. Gong® %), P. Govont®), N. Grant®), P. Gra®, R. J. S. Greenhalgl, L. Guevara Riverds,
J. P. Guillaud, M. Haguenaué?, G. Hamel de Monchenalfilt M. HanseR?®), H. F. HeatR®), B. Heltsley®,
J. A, Hill?9), W. Hintz?>), R. Hirosky*®), P. R. Hobsoh), A. Honm&?), G. W. S. Hod", Y. Hsiung”,

M. Husejkd ™, B. llle®, R. Imlay’*®), Q. Ingram?®), P. Jarr{), C. Jessoff), D. Jovanovié>*?), K. Kaadzé?,
V. Kachanov!), S. Kailas?, S. K. Katarid?, B. W. Kennedy?, K. Kloukinag®, P. Kokkas®), T. Kolberg™,
N. Krasnikov?), D. Krpic?2:42), Y. Kubota®), P. Kumat?), C. M. Kuo*®, P. Kyberd!), A. Kyriakis?,

M. Lebead®*®), P. Lecomt&”, P. Lecod®, A. Ledovskoy?®), G. Leshe¥®), M. Lethuillier®, S. W. Lir??,
W. Lin29) | A, L. Lintern?, V. Litvine®), E. LoccP), A. B. Lodge®?, E. Longd®, D. Louka$’, P. D. Luckey?®,
W. Lusterman??), C. Lynch®), Y. Ma®®), H. Mahlke-Krueget?), M. Malberti'®), J. Malclé$), D. Maletic?,
I. Mandjavidz&), N. Manthosd?, Y. Maravirn®®, C. Marchicd*2%), N. Marinelli*”), A. Markow”), C. Markod),
M. Maroné®), H. Mathe?), V. Matveev?), C. Mavrommati®, G. Maurell®), P. Meridian#?),

P. Milenovic22%)| G. Milleret”, P. Min€), A. K. Mohanty*?), F. Moortgat®, M. Mur®, P. Musella™,

Y. Musienkd?32), A. Nardulli?®), J. NasA?), P. Nedele®, P. Negrt®), H. B. Newman®), A. Nikitenko?:46)|
F. Nessi-Tedald?), M. M. Obertind®*7), G. Organtint¥), T. Orimotc®®), M. Paganori?*), P. Paganiri,

A. Palmd®, B. Panev>*?), L. Pant?), A. Papadaki§, |. Papadaki¥, |. Papadopould®), R. Paramatti®),
P. Parracht’, N. Pastron®), J. R. Pattersot?), F. Paus¥’, E. Petrako®, D. G. Phillips IF%), P. Piroué?,



F. Ptocho¥, I. Puljak?), A. Pullia'®, T. Pun2%, J. Puzovié?*?), S. RagazZ?), S. Rahatloi®), J. Randé?,
P. A. Razi4), N. Redaelll®), D. Renket?), S. Reucroft?, J. M. Reymon#, P. Ribeird”, U. Roeset”),

C. Rogan®, T. Romanteall, F. Rondeau®, M. Ronquest’), A. Rosowsky’, C. Rovellit®), P. Rumerig**%),
R. Rusack®, S. V. Rusako¥’), M. J. Ryart?, L. Sald®, R. Salernd®), F. Santanastasib*®, D. Schinzel®,
C. See?”), P. Sharp*3%), C. H. Shepherd-Themistocledtls C. Siamitros), D. Sillou®), A. Singovsky?,
Y. Sirois”, A. Sirunyan®), J. Silvd™, P. Silvd™, J. G. Shid”, R. K. Shivpuri?, P. Shukla?, B. J. SmitR?,
V. J. Smitht®), M. SprostoR?), F. Stockl?®), H. Suter*®), J. Swaifi?), T. Tabarelli de Fatis), M. Takahashi”),
V. Tancini®), A. Tcheremoukhin®), O. Telle?), K. Theofilatog), C. ThiebauX’, V. Timciuc*®, C. Timlin3®,
M. Titov®), A. Tobias®), A. Topkar?, F. A. Triantis®, S. Troshid?), N. Tyurin??), K. Uenc@”, A. Uzuniart?),
J. Vareld™23), P. Verrecchi®, J. Veverka®), P. Vichoudig®), T. Virdee®*3%) | E. Vlassov®40),

H. P. Von Guntef?), M. Wang™), D. Wardropé®, M. Weber?®), J. Wengd?, J. H. Williams®1), Y. Yang*®,
. YasellP!), R. Yohay?), A. Zabi”), N. Zamiatint®), S. Zelepouking-25), J. Zhand®, L. Y. Zhang?®,

K. Zhu*®), R. Y. Zh?®)

Abstract

Calibration of the relative response of the individual aiels of the barrel electromagnetic calorime-
ter of the CMS detector was accomplished, before instaliatvith cosmic ray muons and test beams.
One fourth of the calorimeter was exposed to a beam of higtggmrdectrons and the relative calibra-
tion of the channels, the intercalibration, was found todqgaducible to a precision of about 0.3%.
Additionally, data were collected with cosmic rays for thaiee ECAL barrel during the commis-
sioning phase. By comparing the intercalibration constahtained with the electron beam data with
those from the cosmic ray data, it is demonstrated that ther larovide an intercalibration precision
of 1.5% over most of the barrel ECAL. The best intercalitmaprecision is expected to come from
the analysis of events collectausitu during the LHC operation. Using data collected with botltele
trons and pion beams, several aspects of the intercabibrptocedures based on electrons or neutral
pions were investigated.
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1 Introduction

The Compact Muon Solenoid (CMS) detector [1] is a genergbpse detector installed at the new CERN proton
collider (LHC). The Electromagnetic Calorimeter (ECAL) 6MS [2] is a hermetic homogeneous calorimeter
made of lead-tungstate (PbVcrystals, equipped with avalanche photodiodes (APDshéndentral “barrel”
part and vacuum phototriodes (VPT) in the end-caps for ti kollection. The barrel calorimeter is organised
into 36 supermodules, each containing 1,700 crystals gechin four modules. The coverage is completed by a
pair of end-cap calorimeters, each consisting of tiees, each containing 3662 crystals.

The design of the calorimeter has been optimised for thectieteof the Higgs boson through its electromagnetic
decay H — ~7). This requires an excellent energy resolution and finewgeaity and led to the choice of PbWO

crystals as the detector material. These crystals also $idfieient radiation hardness to operate in the hostile
LHC environment for the duration of the experiment. The prtips and the performance of the components of

16

Universita di Trieste e Sezione dell'INFN, Trieste, Italy
17

Laborat6rio de Instrumentagao e Fisica Experimergdparticulas, Lisboa, Portugal
JINR, Dubna, Russia
Institute for Nuclear Research, Moscow, Russia

18

19

20

Lebedev Physical Institute, Moscow, Russia
21

IHEP, Protvino, Russia
22

Vinca Institute of Nuclear Sciences, Belgrade, Serbia

23) CERN, European Organisation for Nuclear Research, GeSsvigzerland
24

Paul Scherrer Institut, Villigen, Switzerland

25) |nstitute for Particle Physics, ETH Zurich, Zurich, Switzad

26

National Central University, Chung-Li, Taiwan
27

National Taiwan University (NTU), Taipei, Taiwan
28

University of Bristol, Bristol, United Kingdom
29

Rutherford Appleton Laboratory, Didcot, United Kingdom
30

Imperial College, University of London, London, United Igioom
31

Brunel University, Uxbridge, United Kingdom

32

Northeastern University, Boston, Massachusetts, USA
33

University of Virginia, Charlottesville, Virginia, USA
34

Cornell University, Ithaca, New York, USA
35

Kansas State University, Manhattan, Kansas, USA
36

University of Minnesota, Minneapolis, MN, USA
37

University of Notre Dame, Notre Dame, IN, USA
38

California Institute of Technology, Pasadena, Califortl8A
39

Princeton University, Princeton, NJ, USA
40

Florida State University, Tallahassee, FL, USA

4D Now at: RWTH, I. Physikalisches Institut, Aachen, Germany
42) Also at: Faculty of Physics of the University of BelgradertSa

43) Also at: ENEA, Casaccia Research Center, S. Maria di Galkaig
Now at: Southern Methodist University, Dallas, TX, USA

45) Now at: University of Athens, Greece
46

44

Also at: ITEP, Moscow, Russia
47) Now at: Universita del Piemonte Orientale, Novara, Italy

48) Now at: University of Maryland, College Park, MD, USA
49

Also at : Institute for Nuclear Research and Nuclear EneBgygarian Academy of Science, Sofia, Bulgaria
+

-

Deceased



the calorimeter have been discussed in previous publitaf® 4, 5].

The stochastic and electronic noise contributions to tleegnresolution of ECAL have been measured with elec-
trons and demonstrated to be within the design requirenwéritee detector [5]. In CMS an essential issue will
be the channel response uniformity within ECAL, as this wilhtribute directly to the overall energy resolution.
This uniformity is determined by the accuracy of the calilora of the relative response between different chan-
nels across the detector. A set of constants, the interaéitip constants, is used to correct for variations in the
channel response within the detector, and are defined asv@rsé of the ratio of the channel response to some
reference value. In this paper we discuss how these coastené determined before the ECAL was inserted into
CMS, and some tests that we performed to understand betiedétermination once the LHC begins operation.
Intercalibration constants are defined up to a scale fastauch, once fixed, is reabsorbed in the definition of the
global energy scale.

The main source of variations in the channel-to-channeloese in the barrel is the scintillation light yield of the
individual crystals, which has an RMS spread of about 15%thénend-cap, there is an additional spread with
an RMS of around 25% from variations in the VPT signal due ftedénces in the gain, quantum efficiency and
photocathode area. Laboratory measurements of the cligétiyield and of the readout chain response have been
used to provide preliminary estimates of the intercalibratoefficients. Based on these measurements alone, the
spread in relative response of the crystals is less than $4riel [4] and about 10% in the endcaps.

A precision of 0.5% in these constants is expected to be aethiduring LHC operation by comparing the energy
measured in ECAL of electrons frofY — er decay and the momentum measured by the tracker. In addition,
the invariant mass of photon pairs fromi — ~+ decays can be used to obtain the intercalibration constants
Besides these methods, intercalibration information ¢smlze obtained by assuming rotational symmetry around
the beam axis of the energy deposited in the calorimeterlétting precision of the intercalibration usifig — ev
events will initially be limited by statistics, the other theds will be limited more by systematic effects [7].

At the start of LHC operations having previously-deterndipeecise intercalibration constants will help with the
rapid understanding of the detector performance. Furtbesrthey can provide a reference for the validation of
the intercalibration procedures that are based on phygeg® For this reason all of the 36 supermodules of the
ECAL barrel were each commissioned by operating them on micasy stand for a period of about one week.
A cosmic ray muon deposits about 250 MeV when it traversefuthiength of a crystal and this signal was used
to obtain intercalibration constants for every crystalatidition, nine supermodules have been intercalibrated in
a test beam with 90 GeV and 120 GeV electrons. The supernmdidee mounted in a stand that ensured that
the incidence angle of the electrons was the same as in tHel@tector. The experimental procedures and the
results obtained from these measurements are presented paper. Calibration of the response of the individual
channels with electron beam data was demonstrated to bé mEggroducible, with a precision of about 0.3%.
This precision was exploited to validate and test the pi@tief intercalibrations with cosmic rays, which was
shown to be better than 1.5% on the average.

The ECAL endcaps were not intercalibrated with the sameisicecas the ECAL barrel. There was insufficient
time to intercalibrate the endcaps with an electron beamhEtmore, mechanical constraints prevented rotation of
thedeesto an orientation suitable for cosmic ray intercalibrati®he residual 10% spread in the relative response
at startup, is expected to be reduced to a few percent in ddqui—! of integrated luminosity by means iof situ
calibration procedures exploiting LHC data.

Additional studies were performed with the electron beana,d@ qualify some aspects of the intercalibration
procedure that will be used wifl’ — er events in the CMS experiment; for example the stability efititercali-
bration algorithms and geometrical effects in the recaresion of the electron energy. Studiesdfreconstruction

and of intercalibration algorithms based on the measurénfenvariant mass of selected photon pairs were also
performed with data collected in one supermodule exposadion beam. Results of these studies are discussed
to the extent to which they are relevant for the calibratioocpdure of ECAL during LHC operation.

2 The CMS barrel electromagnetic calorimeter

A detailed overview of the CMS barrel electromagnetic dateter can be found elsewhere [4, 6]. Here, only
the aspects of the geometry that are relevant for the disgus$ the intercalibration procedure and results are
reviewed.

The crystals in the barrel part of the calorimeter have ar&pghape, depending slightly on location in the detector.
The front face of a crystal is approximatéy2 x 2.2 cn?, and the crystals are 23 cm long, corresponding to 25.8



radiation lengths. To avoid cracks aligned with partictgectories, the axes of the crystals are tilted byndboth
polar and azimuthal angles away from the direction of theinahinteraction point. The crystals are grouped into
5x2 matrices, held in glass fibre alveolar submodules, of whihr 50 are mounted into a module. The modules
are held by an aluminium grid, which supports most of theiighefrom the rear. Four modules (of different types
according to the position in pseudorapidityvithin CMS) are assembled together in a supermodule, wihigh t
contains 1,700 crystals. Eighteen supermodules form @hailél covering the range of pseudorapidityfrom 0

to 1.48. For the purpose of the discussion in this paper atidreierence to the standard CMS coordinate system,
the position of a crystal within a supermodule is identifigdhoe indices# and i», which span a square matrix of
85 crystals alongp| and 20 crystals along the azimuthal angle respectively.

3 Intercalibrations at start-up

Specific pre-calibration operations were designed andechaut during the commissioning phase of ECAL, to
provide an acceptable detector performance at the stasf-upC operation. In particular, all the supermodules
of the ECAL barrel have been intercalibrated by exposingntb@ cosmic ray muons. One fourth of the super-
modules was also exposed to electron test beams. In both, @dksupermodules were fully assembled in their
final configuration, including readout electronics, higtl dow voltage regulations, cooling, monitoring and data
acquisition systems [4].

3.1 Intercalibration with electron test beams

A full scan over supermodules with beam electrons at a siegérgy allows the crystal response to be precisely
equalised. The procedure used was to compare the respoeaeto€rystal when the electron beam was directly
incident on it. This intercalibration procedure (the senglystal analysis) was developed using test beam data
collected at CERN between 2000 and 2004 with prototypesoEBAL barrel. During 2006, nine fully equipped
supermodules were exposed to electrons at the H4 test bedlity fat CERN, prior to installation in the CMS
detector. The beam line was capable of supplying electrambeawith a narrow momentum bite, correponding
to an RMS spread of 0.09%, between 15 GeV/c and 250 GeV/crchliieration data were collected at a fixed
beam momentum of 90 GeV/c on five out of the nine supermodulessed to the beam and at 120 GeV/c on the
remaining four supermodules.

In the test beam, supermodules were mounted on a rotatiteyttedt allowed the beam to be directed onto each
crystal of the supermodule in turn. The table moved the supdule so that the angle between the crystal axis
and the beam direction reproduced the quasi-projectivengay of the calorimeter when it is installed in CMS.
The table motion was controlled by the data acquisitionesystand for every crystal the table position was chosen
to maximise the fraction of energy deposited by the beantreles in the crystal. The trigger was formed from
the signals from plastic scintillator counters placed gltre beamline. The acceptance of the trigger system had
transverse dimensions 26 x 20 mn?, slightly smaller than the front faces of the crystals. la leam line there
were four planes of fibre hodoscopes that were read out with &myger. Information from the hodoscopes was
used in the off-line analysis to determine the incidentfpmsiof the electron at the front face of the crystal, with a
resolution of about 150m in either coordinate transverse to the beam axis.

The fraction of energy deposited by an electron within a telydepends on its position of incidence. In the
off-line analysis, a parametric correction to the singhestal response was applied according to the measured
dependence of the signal amplitude with the incident pwsi(see Fig. 1). The correction function, factorised
in both coordinates, was determined from a sample with higtistics collected on a reference crystal. The
asymmetry around the point of maximum response of the drydtaerved in both coordinates, is a consequence
of the angle between the crystal axis and the beam direcByrtaking data with other crystals located in different
positions within a supermodule, the universality of therecotion function was confirmed. To avoid uncertainties
due to large corrections, only the electrons impinging oraga of6 x 6 mm? around the point of maximum
response of the crystal were retained in the analysis. Efgggon retained about 10% of the events.

After correcting the energy for the electron’s positionrafidence, the distribution of the energy deposited typjical
had an RMS of 1% and was well described by a Gaussian with d sgmdnential component on the low energy
side (Fig. 2). For each channel this functional form wasditie the data and the value of the peak position
determined. This value, scaled by the beam energy meastoedtfie currents of the bending magnets, was
compared to the average response of a set of referencelsrietaitrarily fixed) to define the intercalibration
constant of the channel. The distribution of the calibrationstants for the channels of the nine supermodules
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Figure 1: The mean and the RMS of the analog response of aatgsta function of the electron position of
incidence for ther (left) andy (right) coordinates measured by the hodoscopes are dexhlaf fourth order
polynomial fitted to the data is superimposed (continumes)li

exposed to the beam had an RMS spread of about 13%, whichsgtemt with measurements of variations in the
crystal light yield as discussed in the introduction.
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Figure 2: Distributions of the single channel response inCAEdunts before (dashed line) and after (dotted line)
correcting for the impact point for a typical crystal expdse 120 GeV electrons. The best-fit of a Gaussian curve
with an exponential left tail to the data after correctiosuperimposed (continuous line).

The statistical uncertainty of the intercalibration prdgee was determined by comparing the results of two statis-
tically independent data samples collected in the sameitbonsl From this comparison, a statistical precision of

0.2% in the measurement of the intercalibration constastdeasived for the full data sample. The robustness of
the determination of the intercalibration constants was demonstrated by repeating the analysis with different
corrections for the variation of the crystal response whi position of incidence. These included changing the
fiducial selection around the crystal centre, the choicéefreference crystal, and in the parameterisation of the



correction. The procedure was also found to be stable agiifferent choices for the estimator of the peak value
of the crystal response after corrections. The insentitdfithe results to these variations implies that the prenis
is dominated by statistical rather than systematic uniceigs.

As a further test of the stability of the determination of thercalibration constants, the same supermodule was
exposed to the electron beam in two different periods, s¢edrby an interval of a month, with the same beam
conditions. The distribution of the difference betweendbhastants obtained from the two data sets had an RMS
spread of 0.27%, indicating a reproducibility within thatigtical precision of the individual measurements (Fig.
3a).
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Figure 3: a) Distribution of the relative difference between the intditaration constants from a super module
exposed to 90 GeV electrons on two occasions at one-morgfvait in August (label A) and September (label
S) 2006. The observed spread of the intercalibration caotssta consistent with the statistical precision of the
individual measurementsb) Distribution of the relative difference between interbadition constants obtained
with 90 GeV and 120 GeV energy electrons. The observed RM&sdpand offset were about 0.2% and 0.15%
respectively.

Moreover, about 450 crystals of one supermodule were exiposelectrons of different energies, corresponding
to beam momenta of 90 GeV/c and 120 GeV/c. The observed RM&admf about 0.2% of the intercalibration
constants obtained in the two cases using the same refesmaded according to the beam momentum (Fig. 3b)
is again consistent with the statistical precision of thaividual measurements. However, a global scale shift of
0.15% between the two cases can be seen. This offset isigtlito a scale uncertainty of about 100 MeV/c in the
measurement of the beam momentum. The contribution to fketdfom the variation of the longitudian! leakage
at the two energies is estimated from simulation to be leas h1%. By using crystals exposed to both beam
energies, these residual scale uncertainties can be atiedifrom the intercalibration procedure. Still a systemat
error of 0.1% is conservatively assumed to account for tipeodkicibility of the beam conditions during data
taking at both energies.

3.2 Intercalibration with cosmic ray muons

Besides the intercalibration of nine supermodules witlttedes, we also measured all the intercalibration con-
stants for every crystal in the ECAL barrel with cosmic rayans, with a procedure previously tested on a small
number of crystals [8, 9]. It relies on the selection of casnaly muons which traverse the crystals along their
length and whose direction is approximately aligned to tlystal axis. Typically about 250 MeV is deposited
by a through-going muon in a crystal, and since this is wetivaéthe electronic noise of a single channel, the
distribution of the energy deposited by cosmic ray muonsbeansed to derive intercalibration constants.

After assembly and before installation in CMS, all 36 supsdoies were exposed, in turn, to cosmic ray muons
for a period of about one week, on a cosmic ray stand hostiegopermodule at a time (Fig. 4). The coincidence
of two planes of scintillator counters was used to triggerdhta aquisition system. The scintillators were arranged



in a geometry providing a rough selection of muons directedgthe crystal axis. A first layer covered the full
supermodule surface on the underside; a second smalleramplaced at the focal point of the quasi-projective
geometry of the crystals. The supermodule was mounted hétlong axis tilted 0° with respect to the horizontal
in order to increase the flux by nearly a factor of two throughdrystals at largejiindex.
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Figure 4: Schematic drawing of the cosmic ray muon standrgsine supermodule inclined by 1@&ith respect

to the horizontal. In this view, crystals are identified bglizes spanning fronyi= 1 to in = 85 from left to right.
Trigger scintillator counters placed below the supermeduld at the focal point of the quasi-projective geometry
of the crystals are also shown in red.

During data taking, the APDs were operated with an increbgeslvoltage, so that their gain was a factor of four
above the standard gain of fifty used in test beams and in CMBigtincreased gain, the observed RMS electronic
noise per channel was equivalent to about 10 MeV. Cosmic nagns well aligned with the crystal axis give a
sizeable signal in either one or two neighbouring crystdlsese two types of events could be readily selected
off-line by requiring no detectable energy deposition i@ slurrounding crystals. In this way we circumvented the
need for any external tracking. Before extracting the cakbration constants, a correction was applied to the data
for the factor of four increase in the operating gain of theDARhe exact ratio of the gain of each channel was
determined in dedicated runs, where the readout resporike ofdividual channels to the injection of laser light
was measured.

In the offline analysis the data were divided into two indejestt data sets. One, the “single crystal” sample,
where exactly one crystal was above a threshold correspgmao the electronic noise and another, the “crystal
pair” sample, where the combined signal of two adjacenttatysvas above a similar threshold. The crystal pair
sample was further divided in two subsamples, one compdsgdiis aligned inp and another aligned in. For

a typical exposure of one week, approximately 300 eventsnystal at i) ~ 15 and about 100 events at i~ 80,
corresponding, respectively, to crystals pointing towsaeshd at the largest angle from the zenith, were collected in
the single crystal sample. For each of the crystal pair sasaites of about 250 events and 50 events per crystal
were obtained atji~ 15 and iy ~ 80, respectively.

As an illustration, the energy distributions observed ia $ingle crystal sample for crystals far from the edges
of a supermodule and located at small (blue) and large (meglea to the zenith are shown in Figure 5. These
distributions were obtained by adding the single crystalgglas collected in crystals belonging to module of type 1,
located at small angles to the zenith, and module of typecétéal at large angles to the zenith, in the supermodules
previously intercalibrated with test beam electrons. Thseoved width of the distributions, corresponding to a
relative variation of 12-15% in the measured energy, is ist&ist with estimates of contributions from variations
of the muon track length inside the crystal, from intrisicfluations in the energy deposition, in the photoelectron
statistics and in the photodetector response. The obsenardy distribution is somewhat angle dependent, due
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to a combination of geometrical effects and of the angulaeddence of the cosmic ray flux. Variations with the
angle of the energy deposited within ECAL were more prontiiretthe sample of muons crossing crystal pairs
at constanty, as the average track length through the crystal pair isblye) dependent in that case due to the
staggering of the crystals alomg These effects were reproduced by means of a Monte Carldatiow of the
setup, including a parametric description of the cosmidltayat ground level, which helped optimise the analysis
procedure.
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Figure 5: Observed spectra of cosmic ray muons crossing E€@ydtals in the “single crystal” sample. The two
histograms show the spectrum observed in crystals belgrnigimodule of type 1 (blue), located at small angles
to the zenith, and in crystals belonging to module 4 (red)ated at large angles to the zenith. These distributions
were obtained by adding single crystal samples collectédarsupermodules previously intercalibrated with test
beam electrons (see text).

In order to derive the intercalibration constants, a rédiastimate of the distribution of the crystal response to
muons was necessary. The shape of the distribution depemde position of the crystal in the supermodule,
due to changes in the cosmic ray spectrum with zenith angletegeometrical effects discussed above. The
distributions were derived from the data itself, withouy aeference to information from Monte Carlo simulations.
This was done by averaging over the energy distribution®sifnic ray events in crystals at a constarfitom the
nine supermodules intercalibrated with test beam elestrémthis way, complete sets gfdependent reference
distributions, similar to the ones shown in Figure 5, weneveel.

Within the above samples, reference distributions werk gpeécifically for crystals at the supermodule edges or
at the edges of a module, for which the veto based on neighitgpanannels was less efficient, causing broader
distributions in the energy spectra.

In the single crystal analysis, the intercalibration cansfor each channel was then extracted from a maximum-
likelihood fit to the observed spectrum of the referencerithistion corresponding to the same index. The
reference distribution was fixed in shape, while the overalinalization and the energy scale factor, which defines
the calibration constant, were left as free parametersdriith The analysis of the crystal pair samples followed
a similar path, with seperate reference samples used fahéhevo subsamples. This was necessary because of
the different effect on the two samples of the crystal geoyn€ethe intercalibration constants for each channel
were extracted from the pairs data by solving a system oftensarelating the mean value of the energy spectrum
observed in all the crystal pairs to the mean value expedteédas in. With the collected data, the statistical
precision of the procedure ranged from about 1% for crygialating to the zenith to 2% for crystals at large
in on the single crystal sample, while it was about two timessearn each of the crystal pairs samples. The
statistical precision was measured, as with the electrliloration data, by dividing each sample in two statistigall
independent halves and comparing the results.



Detailed comparisons of the cosmic ray intercalibrationstants and the test beam results were performed in
order to calibrate the angle dependencies, test for sysiteafiects and determine the accuracy of the procedure.
On both the single crystal and crystal pair samples, theigiogcof the intercalibration, measured at eaghby

the spread of the difference between test beam and cosmie cmnstants, was found to be somewhat worse than
the statistical precision. This value for the precision waed in the derivation of the final set of intercalibration
constants for all the 36 supermodules, by computing thehtedymean of the results from the three data sets.

A summary of the estimated precision of the intercalibrapoocess is shown in Fig. 6, where the final set of con-
stants from cosmic ray muons is compared to test beam dathd@vailable supermodules. The intercalibration
precision averaged over a supermodule is about 1.5% (Fjgra&aing from 1.4% in the central region to 2.2% at
the highn end of the ECAL barrel (Fig. 6b).
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Figure 6:a) Distribution of the relative difference between the caliiion coefficients measured with test beam
electrons and with cosmic ray muonb) Precision of intercalibration constants from cosmic rayomsias a
function of then index, as obtained from RMS spread of the relative diffeeebetween the inter-calibration
coefficients from test beam and cosmic ray data averagedawges of;.

In conclusion, in spite of the significant differences inlbtte process of energy deposition and the value of the
energy deposited between high energy electrons and coayninuons, a precise set of intercalibration constants
for the entire ECAL barrel derived from the analysis of cosnaly muon data will be available at the start of LHC
operations.

4 Additional intercalibration studies

During LHC operation, once the CMS tracker is well aligndtg tntercalibration of different crystals will be
performed by comparing the momentum and energy of isoldezdrens. When calibrating the electromagnetic
calorimeter in CMS, the energy of an isolated electron wéllrbconstructed by summing the signals ib a 5
array of crystals around the crystal with the maximum sigr&thtistical considerations preclude restricting the
selection of electrons to just those that impinge on a sntalkfal region in the centre of a crystal. Moreover, the
measurement of the cluster energy does not require theesinggtal containment correction, which would always
be a potential source of systematic error.

As each energy measurement will contain the contributiomany crystals, each with its own intercalibration
constant, to extract the constants the individual crystatributions must be unfolded. This is done by minimising
the difference between the energy and momentum measuremanta set of events. A procedure to do this was
tested with the electron beam data.

Operationally, in CMS there will be a tracker in front of ECAWhere electrons will loose energy through
bremsstrahlung affecting the measurement of both the graarg momentum. No effort was made to repro-
duce this effect in the test beam. The limitations impliedgblecting electrons with negligible energy radiation in



CMS have been previously studied with Monte Carlo simutetifi0] and are not covered by this study. Here only
aspects related to the stability of the intercalibratiggoathms and to the understanding of geometrical effeets ar
discussed.

This difficulty is avoided in intercalibrations that are bdn unconverted photons, as, for example, in the recon-
struction of the invariant mass of neutral pions. As with ithaitu electrons, the energy reconstruction will be
based on a matrix of crystals. The procedure for extractitgr¢alibration constants was tested in a pion beam.
Again, no attempt was made to reproduce the exact geome@&f and to study in the test beam the capability
of selecting in CMS a clean sample of unconverted photons.

4.1 Intercalibration studies using matrices of crystals wih electron beams

In this study, electrons were selected with the hodoscdpt®ey impinged on a supermodule in a region of
18 x 18 mm? around the point of maximum response of a crystal, almoseriog the whole crystal surface.
Due to the wider acceptance on the impact point, the ovefidpi®sample to the one used in the single crystal
analysis was around 20%. The energy in a matrix @b crystals around the crystal with the maximum signal was
then reconstructed and compared to the beam energy. In #lyistiae intercalibration constants of the individual
channels could be derived up to a global scale factor depgruafi the fraction of beam energy contained a5
matrix.

The unfolding of the individual channel calibration comttawas performed by solving numericallyy@ min-
imisation problem, in which the quadratic difference bedwéhe energy measured in the crystal matrices and the
beam energy is minimised over the set of events collectedaventire supermodule. Alternatively, an iterative
procedure, developed for thesitu calibration of the L3 calorimeter at LEP [11], was used. Ithboases, correc-
tions to the reconstructed energy were required to takeaotount the module boundaries and the rare cases of
non-responsive channels.

The unfolding procedure was checked by comparing the ialibration constants from this analysis with those
from the single crystal analysis. Apdependent correction was required to make the intereaidor constants
from the two methods agree. This correction was needed bea#wariations of the fraction of energy that is
deposited by an electron withinsax 5 crystal matrix as a function of. This occurs because of changes wijtim

the detector geometry.

The n-dependency was studied in detail with electron beam dadaveonte Carlo simulations. The results are
summarised in Fig. 7a, showing the ratio of the energy coathin the central crystal to the energy contained in a
cluster of5 x 5 crystals for electrons impinging in2ax 2 mm? area around the point of maximum response in the
central crystal. In addition to the discontinuities obselat the module boundaries in a supermodule, where part
of the energy is lost through rear leakage near the 6 mm i@ute gaps, a relative variation of about 0.7% over a
supermodule is observed in the ratio of the energy contamget single crystal to thé x 5 crystals clusters. This
effect is attributed to the increase of the longitudinakbege of the shower energy with increasipmdex, due to

the staggering of the crystals. The shape of the observéaticarwas the same in all the supermodules exposed
to the beam and also well reproduced in the Monte Carlo sitiulaf the test beam configuration (Fig. 7b). Yet,
as visible in Fig. 7a, the absolute scale of the effect wabsli different between supermodules, with a measured
RMS spread of about 0.1%. This figure is taken as systematiertainty of thejy-dependent correction.

Once corrected for this effect, the results of the unfolgirmcedure agreed with the single crystal analysis to better
than 0.4% (see Fig. 8), which is consistent with the statistind systematic precision of the measurements. The
same correction will be needed in the analysis of isolatedteins in CMS, to derive intercalibration constants
that are compatible with those defined by single crystal oaglat the test beam and with cosmic ray muons.

The comparisons of intercalibration constants of the saimpersnodule exposed twice to the test beam showed a
reproducibility of around 0.3%, somewhat worse than thattie single crystal algorithm.

4.2 Intercalibration studies with pion beams

In addition to the studies made with electrons, a differeethrad to intercalibrate the electromagnetic calorimeter
using neutral pions was also studied. Data were collecteddiedicated run at the CERN H2 beam line with one
supermodule, where @~ beam was incident on an aluminium target to produt® To select events enriched
with 7¥ candidates a trigger was formed with the signals from twotilzition counters upstream of the aluminium
target, and a third one in veto downstream of the target. @ata collected with 9, 20 and 50 Gev" beams.
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Figure 7: Ratio of the energy contained in the central ctystthe energy contained in a matrix ®fx 5 crystals
as a function of the) index as measured for several different supermodules edosthe electron test bear)
and as predicted by the Monte Carlo simulation of the detdtp Discontinuities are observed at the module
boundaries in a supermodule, where part of the energy isHostigh rear leakage near the intermodule gaps.

m 1 T T ‘ T 1T 1 T T T 1T T 1T 1 T T — m [ ‘ ]
= 700 1 = 14001 ]
@ 3 R - g
Py ra 1 2 ) 1
© 600 — © 1200 7
) C 1 © B ]
g - i E 1000 - .
c 500 ] c L i
=1 r 1 =1 - E
z C ] z - B
4001~ = 8001~ ~
300~ 4 eoo .
200 - 400 ]
100 = 2001~ .

L IR B S | [ ] L | | | |

-0.03 -0.02 -0.01 0 0.01 0.02 0.03 0.03 -0.02 -0.01 0 0.01 0.02 0.03
2(c_-c_)(c_+c_) 2(c.-c_)(c_+c_)

S1 S25 S1 S25 S1 S25 S1 825
Figure 8: Relative difference between the intercalibrattonstants derived from the single crystal (S1) and the
5 x 5 crystal matrix analyses (S25), for the supermodules exptiséhe 90 GeV &) and 120 GeV l§) electron
beam, after corrections for thedependency (see text). Crystals at the module boundageg@moved from the
comparison.

In the analysis of the data, pairs of electromagnetic shewere identified and for each shower the energy was
computed as the sum of the energy depositionsdrxa3 crystal matrix centered on the largest deposition. Only
events with two photon candidates with energies higher th@&eV and with no overlap between the two crystal
matrices were retained. The latter selection was more@fficit low energies and about 60% of tHecandidates
were collected during the 9 GeV running. The invariant massidution of ther® candidates identified is dis-
played in Fig. 9, showing that a rather clean sample coulceleeted, with an invariant mass resolution of about
5.5%. Selected candidates had an average energy of about 9 GeV, close textpatted forr production at
the LHC.

To perform the intercalibration with® — ~~ decays, the L3 calibration algorithm [11] was used. Thisris a
iterative method where the reconstructed invariant massofir® candidate is found with the current constants.
From this a new set of constants are derived, which are theh tesreconstruct the invariant masses again. With
each iteration the photon pairs with an invariant mass wighwindow of two standard deviations, as determined
by the previous fit, around the fitted value for the mass ofrthevere included in the fit. After each iteration,
the energy and the impact point of each photon were recaéézlilsing the new intercalibration constants. This
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Figure 9: Typical distribution of the invariant mass of s¢ésl photon pairs, before and after intercalibration
constants derived on an independent sample are applied.

procedure is repeated until the average relative chandeeinalibration coefficients with respect to those derived
in the previous step was below 0.1%. This typically requabdut five iteration steps.

In CMS, this procedure is expected to achieve a precisioovb&to with about 1000 photons fromd candidate
per crystal. At the test beam, most of th& candidates had one photon within a regio®of 8 crystals around
the beam axis, where about 140 photons per crystal werdaeldd/ith this sample, the intercalibration precision
was statistically limited to about 1%.

Due to tight construction and test beam schedules, thisswgahile was not exposed to electrons in the H4 beam
line and a set of high precision intercalibration constamt&hich compare the results of thé calibration pro-
cedure was not available for this supermodule. Howeveg, date collected with 9 GeV and 50 GeV electrons
in the H2 beam line, from which a quantitative estimate ofthéntercalibration precision was derived. For each
crystal a histogram was filled with energies of only thosetetss that are centered on this crystal, identified as
the one containing more than 50% of the reconstructed endérgg electron energy was reconstructed in 5x5
crystal matrices, using the intercalibration constantsved form thex® analysis. These histograms were then
fitted to a Gaussian and the peak positions from the fit are showigure 10. The standard deviation of this
distribution is0.67 + 0.07% for the crystals belonging to the selected regiom of 8 crystals around the beam
axis. From this, as the electrons selected for this anatiep®sit only about 70% of their energy, on the average,
in the central crystal, an intercalibration precisionldf + 0.1% is estimated, which is in good agreement with
statistical expectations. Over a wider region of crystaldegradation in the calibration precision consistent with
the decrease in the available statistics was observed.eTesslts were also confirmed by a direct comparison
of 7% intercalibration constants to those obtained from elestraf 9 GeV and 50 GeV using the single crystal
analysis method.

In summary, intercalibration results obtained at the pést beam were found to be consistent with the expected
statistical precision of the method and in good agreemetht@drlier studies based on simulated data. Thus, with
these tests, we have shown the viability of this intercatibn method with real data.

5 Summary and conclusions

Prior to installation in CMS, an extensive pre-calibratmngram was carried out on all the 36 supermodules of
the barrel part of the ECAL electromagnetic calorimetertedcalibration constants of the relative response of
the individual channels with an average precision of abdsfilwere derived for all the 36 supermodules of the
ECAL barrel, after operating them on a cosmic ray stand faualbne week each. A much better precision, of
about 0.3%, was achieved on nine supermodules exposed beten electrons.

These results provide an initial set of intercalibratiomstants to be used at the start-up of LHC operation. In

11



3 ;
8 25
o B
" B
5—5 20
17 B
E, L
© 151~

10

5|

Ll T

0 0.96 0.97 098099 1 1.011.021.031.04
Electron Peak Position / 50 GeV
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addition to guaranteeing a resonable detector performaiticghe first data, comparisons of these constants with
those obtainedh situ will provide an important tool for validation and developm@f complex intercalibration
procedures based on physics events during CMS running.

An experimental study of some aspects of ithe&itu intercalibration procedures, based on the use of singte ele

trons in CMS and the reconstruction of neutral pions fromtph@airs, has been also performed with data collected
with electron and pion test beams. Results have been repagenonstrating that the algorithmic part of these

intercalibration procedures is understood.
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