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A bstract

W e present a m easuram ent of the m uon neutrinonuclon inclusive charged current
cross—section, o an isoscalar target, in the neutrino energy range 25 E

40 G &V . The signi cance of thism easuram ent is its precision, 4% in 25 E
10GeV,and 2%6% n10 E 40 G eV regions, where signi cant uncertainties
in previous experin ents still exist, and its in portance to the current and proposed
long baseline neutrino oscillation experin ents.

Key words: inclusive neutrino-nucleon cross section
PACS:1315+4g,1385Lg,1460Lm

1 M otivation

T hem uon neutrinonucleon inclisive charged current ( N CC ) cross—section
has been well m easured at high neutrino energies (30 E 250 G&v),
prim arily by the CCFR [l]and the CDHSW [2] experin ents. T he average
absolute N CC crosssection, where N’ is a nuckon in an isoscalar target,
above E of30GeV, “C( N )= (0677 0014)E am?=GeV, ismeasured
toa 2.1% precision. In contrast the “© ( N ) is in precisely m easured below
30 G &V . Previous m easurem ents are shown In Figure[3 and summ arised in
3]. A ccurate determ nation of ¢ ( N )below E 0of30 G &V is of nterest in
its own right, and o ers insight into CC processes such as quasielastic and
resonance interactions, and their transition into the deep inelastic scattering
region.T he current and the proposed long baseline neutrino experim ents, such
asM INOSand NO A atFem iab and T 2K in Japan,address the atm ospheric
oscillbtions at the massdi erence, m; 25 10 ° eV?.G iven their
typical ightpath ofa faw hundred kilom eters, they use neutrino beam s w ith
energies well below 30 G &V . C ross sections in this region should be precisely
known to accurately interpret the results of these experim ents. The NOM AD
data are suitable for such a precision ©© (N )m easuram ent due to the large
—-interaction sam ple, good low -energy resolution and a ux which spans
O(@1) E 300 GeV with amean energy of 243 G&V.

! D eceased
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2 The Beam and the D etector

T he Neutrino O scillation M A gnetic D etector (NOM AD ) experin ent at CERN
used a neutrino beam produced by the 450 G €V SP S-protons striking a beryl-
lum target and producing secondary  ,K ,and K ? m esons. T he positively
charged m esons were focussed by a system of collin ators, a m agnetic hom
and a re ector into a 290 m long evacuated decay pipe.Decaysof ,K ,
and K f produced the SP S neutrino beam . T he average ight path of the neu—
trinos to the NOM AD was 628 m ; the detector being 836 m downstream of
the Betarget. The SPS beam line and the neutrino ux incident at NOM AD
are descrbed In [4]and 5].

NOMAD was designed to search for  ; oscillations at m? 5 &v?,
and in this m? range it set the current best lin it on this search [@]. The
experin ent recorded over 1.7 m illion neutrino interactions in its active drift—
cham ber (D C ) target. T hese data are unique in that they constitute the largest
high resolution neutrino data sam ple w ith accurate denti cation of ,~ , <,
and . in the energy range O (1) E 300 G &V . In addition, upstream of
the activeD C target, the experim ent recorded over 2 m illion —interactions in
the A Icoil, and over 20 m illion In the Fe-scintillator calorin eter (FCAL).

TheNOM AD apparatus,described in [1],wascom posed of several sub-detectors.
T he active target com prised 132 planes of 3 3 m? drift chambers with an
average density sin ilar to that of Iiquid hydrogen (0.1 gm /am®) [8].0n aver—
age, the equivalent m aterdial in the D C encountered by particles produced in a

—interaction was about 0:5 Xy and a quarter of an interaction length ( ).The

ducialm assoftheNOM A D D C -target, com posed prin arily of carbon (64% ),
oxygen (22% ),nitrogen (6% ),and hydrogen (5% ),was 2.7 tons.T hem easured
com position of the target was 52.43% protonsand 47.57% neutrons. T he cor-
rection for non-isoscalarity was about 5% .D ownstream ofthe D C , there were
ninem odules of transition radiation detectors (TRD ), followed by a preshow er
(PR S) and a lead-glass electrom agnetic calorim eter (ECAL).The enseamble of
DC,TRD,and PRS/ECAL was placed within a dipole m agnet providing a
04 T magnetic eld.Outside them agnet was a hadron calorimeter (HCAL),
follow ed by two m uon-stations com prising large area drift cham bers separated
by an fron Iter.The two muon-stations, placed at 8—and 13- downstream
ofthe ECAL, provided a clean denti cation of the m uons.

T he charged tracks in theD C yerem easuredﬁﬁv@ an approxin atem om entum

(p) resolution of =p= 0:05= L + 0008p= L°,p In GeV and L in m eters,
w ith unam biguous charge separation in the energy range of interest. The °
com ponent of the p—lladronjc Btwasm easured by the ECA L with a resolution
of g=E = 32%= E + 1% . The detailed Individual reconstruction of each
charged and neutral track and their precise m om entum vector m easuram ent



enabled a quantitative description of the event kinem atics: the strength and
basis of NOM AD analyses. n a £C interaction, In addition to the three
traditional variables, energy (E ), angle ( ) of the em ergent muon, and the
hadron energy (Egap ), the detector uniquely o ered a m easurem ent of the
m issing transversem om entum  (gy ) vector in a plane transverse to the neutrino
direction.

3 The Analysis

The °©( N )wasm easured by dividing the fully corrected - C data by the
corresponding - uxasa function of E .W e rstdescribe them easurem ent of
thenum erator.Tna -€C Interaction, the neutrino energy (E ) wasm easured
by adding the energies of themuon (E ) and particles com posing the hadron-—
Bt (Eyap ) yieding the total visble energy (Ey 15 ) of the Interaction. The
observed CC-data,binned In E comm ensurate w ith resolution and statistics,
were corrected for the detector acoeptance, the e ciency of the cross section
selection cuts, and the reconstruction am earing e ects using -£C M onte
Carlo M C ) sam ples.

To producea clean sam pleof -£C events, the follow ing selection criteria were
in posed. Since the “© ( N ) analysis was entirely dom inated by system atic
errors,m ore stringent ducialcutswere In posad than those used in statistical-
error 1in ited analyses such as [@].

Next, a successfulm atch between a drift cham ber track to track-segm ents in
both muon cham bers yielded themuon identi cation ( -ID ).The polar angle
of the muon w ith respect to the Incident neutrino direction, ,was required
to be less than 0.5 radians. The P > 25 G &V cut, dictated by the thickness
of the HCAL preceding the rstmuon station, de ned the low energy lim it
of our m easuram ent. Finally, for the 1track sam ple a cut on the transverse
m uon-m om entum , pf = (P > > 00025 Gev?,wasused to elin inate the
Inverse m uon decay events with m lnim al loss of e ciency.

The standard NOM AD -event generator, NEG LIB , and the detailed M onte
Carlo sim ulation wasbased upon LEPTO 6.1 9land JETSET [10]generators
for neutrino interactions and on a GEANT [11l]based program for the detec-
tor response. T he parton content of the nucleon were taken from Ref. [12].
The MC included desp-inelastic scattering (D IS), resonance (RES), and
quasielastic (Q E ) processes. T he relative abundance of D ISRESQE sam ples,
averaged over the - ux,wastaken tobe1.0:0.031:0024.The (QE+RES) to
DIS,and QFE to RES, cross sections were separately varied by 15% and the
resultihg smalldi erence in “© ( N ) was taken as a systam atic error. The
acceptance com puted using the totalnum ber ofgenerated M C in the standard



Cut Data QE RES DIs <C NC e S -

G enerated In Fid 32198.8 | 42869.7 | 13648124 | 14398809 || 547103.1 | 21598.3 | 21599 | 35996.0
R econstructed 40225490 || 279852 | 37120.5 | 1182505.1 | 12476109 || 394053.7 | 18905.1 | 1881.3 | 31033.7
FiducialVolume | 1815455.0 || 20265.1 | 31040.1 | 11228886 | 11741939 | 313487.8 | 18131.8 | 15476 | 27201 .8
N egative M uon 1069609.0 || 20114.0 | 30816.5 | 987008.8 | 1037939.3 6707.8 3255 241 2794
Quality Cuts 1043691.0 || 199603 | 305273 | 985255.8 | 1035743.3 6698.7 3255 241 2793
E > 25 1038783.0 || 199419 | 30509.7 | 980265.8 | 10307174 6484 .5 316.0 232 2700
< 0:5 rad 10352600 || 199394 | 30503.0 | 9783874 | 1028829.8 6476 .8 3148 231 2679

p? > 00025 1035107.0 || 19906.7 | 304729 | 9783832 | 10287628 | 64768 | 3148 | 231 | 2679
Table 1

Selection Criteria for  Charged Current Events: T he num bers of D ata, and nor—
m alized M C sam ples from €C,NC,and - e~ and  L£C events passing the
€€ ( N ) analysis cuts are shown.

NOMAD ducial volum el§] and the corresponding num ber of reconstructed
M C events passing event selection cuts took into account the bias in the true
average energy due to the event reconstruction and selection process. It should
be noted that the standard NOMAD ducialvolum e used for generated M C
(the denom inator in acosptance calculation) was about 22% larger than that
usad for the reconstructed sam ple. A an all m purity (0.7% ) due to neutral-
current (NC ), from and — interactions, induced -sam ple was corrected
using the NC-M C estim ation. The e ects of the selection cuts on data and
M onte C arlo are summ arized in Table [.

4 The F Iux and the A bsolute N orm alization

C ross—section m easuram ents require a know ledge of the - ux. Neutrinos in
the SPS beam were mainly from , K, and decays. T he uncertainty in
m odeling these secondary particles,and hencethe - ux,was| and forallthe

€€ ( N )measurem entshasbeen | thedom inant source of system atic error.
Fortunately forNOM AD ,a dedicated m easurem ent of /K yields in 450 G &V
p-Be collision at various secondary energies and angles was undertaken by the
SPY experim ent 13].The SPY measuram ent ofthe =K vyieldswascarried
out at discrete energies spanning 7 to 135 G &V, and a detailed transverse-
momentum (P ) scan at 15 and 40 G &V that were especially useful to the
present m easuram ent. A previousm easurem ent of /K yield in a 400 G &V p—
Be collision by Atherton etal: [14]was also used In the - ux detem nnation.
O ther systam atic uncertainties in the - ux detemm ination arose from the
variation in the position of the prim ary proton beam and the sinulation of
the propagation of secondaries through the beam line. T he energy dependent
relative ux errors|b] were the Jargest source of systam atic ervor In this
analysis.



In thisanalysisonly the relative - ux,ie.numberof i E bins,obtained
using the SPY /A therton m easurem ents, wasused . T he absolute nom alization
ofthe - uxwas xe&d usihg the world average o%) above 40 G&V .The
absolute ux nom alisation was com puted in the follow Ing energy regions:
40-100 Gev, 40150 G&v, 50150 G &V, and 50200 G &V . Variations in the
nom alisation, from these control regions, bracketed the error in the absolute

ux nom alisation process. In addition, the 2.1% error in world average cross
section was included into our error calculation.

5 System atic U ncertainties

In what follow s, w e enum erate sources of systam atic errorsa  ecting the num er—
ator. The muon identi cation-e ciency and energy-scale were the two m ost
in portantm easurables in the ©°© ( N ) analysis. F irst, a precise understand-—
Ing of the muon-chamber e ciency and stability was crucial. Th a dedicated
run in 1996 during the gap between the two neutrino spills from the SPS,we
accum ulated a large statistics of muons. This Flattop ' sam ple was denti-

ed by the veto-counter and the m ost upstream D Cs. T he energy spectrum
of the Flattop muon sam ple, spanning 4 to 50 G &V with a m ean energy of
16 G &V ,was sim ilar to that induced by the £C events. The m easured ab—
solute e clency of the -ID for this sam ple was 99.96% , In agreem ent w ith
a detailed M onte Carlo sinulation of the Flat+top muons. Next, we studied
the stability of the -denti cation by usihg the fraction of events with an
denti ed muon, [ ( ID )], as a function of tin e gpanning 1995 through
1998, and as a function of 15 sections of the muon chambers. The ( ID)
was stable to better than 1% over this foursyear period. T he distribution of

( ID ), m easured over 47 running periods, was consistent w ith a G aussian
distrdbution w ith an error in the m ean of 0.15% . T hese consistency between
data and M C sinulation of —denti cation ensured the accuracy ofthe -£C
e clency com puted by the M onte Carl.

In NOMAD ,theE -scalewasdetermm ined by the accurately m easured B— eld
and a precise D C -alignm ent accom plished by using severalm illion beam m uons
traversing the detector throughout the neutrino runs. The m om entum scale
was checked by using the nvariant mass (M ¢ . ) of over 30,000 reconstructed
K in theCC and NC data.For theK J-momenta above 1 GeV (5G &V ), the
data yieded 30,831 (13,765) KSO with an averageM ¢ , = 49820 0:071M eV

Mg, = 49880 0:100M &V ); the corresponding M C ,with a + 0.25% shift In
momentum , yielded 4982 0059 Mev My, = 49880 pO_:O9O MeV).The
error In the average was estinated by RM S (=12M eV )/ N ,where N was
the num ber ong. In contrast, if the m om entum were shifted by 0.5% , the
MC would yield M ¢, = 49600 0059 M €V in disagreem ent w ith the data.
T he systam atic error on the E —scale was determ ined to be 02% .



N eutrino—=induced hadron Fts, including charged and neutral particle m ulti-
plicity and fragm entation, are poorly understood resulting in a discrepancy
between the hadronic energy of data and M C . W e reduced this discrepancy
by correcting the sin ulated hadronic energy Ey ap by a constant factor 4 ,
basad on the distrdbution ofyg = Eyap=E = Eyap=(Esap + E ) nMonte
Carlo and data. W e relied on the precise m easurem ent of E . To determ ine
the y trials were made to m inin ize the 2 between data and M C vy s—and
Ey ap distributions, foreventsw ith E 4 ap 25GeV ,by varying y from 09
to 1.1 in steps of 0002 in theM C .The 2 wasm inimised at y of 0950, ie:
the M C overestin ated Egap by 5% . The com parison of the yp 5 distribution
between data and the uncorrected-M C is shown in Figure , where D:F

is 795:1=49. T he corresponding com parison after correcting the M CEyap is

shown 1 Figure[L(b), where — is 896=49. To detem ine the emror on 4

D oF
2

we formed a ‘scaled”~ * which yieded the scaled—— equalto unity at g of
0.950. This was achieved by increasing the errors by 40% . Fjgure show s
the scaled— ? asa function of 5 .An hcrease of 1.0 from them ininum in the
the scaled— ? (see the nset) was used to set the uncertainty on the optin um
a value of 0:950. Additionally, the ducial and kinem atic cuts were varied
and therange n y was redeterm ined runity variation in the scaled- 2.W e
concluded that an error of 0:006 bracketed the eror on . Since y was
determm Ined over the entire range of E , to cover possible variationsin 5 asa
function of E , we increased the scaleerror by 50% . Correcting Ey ap In the
MC by y also inproved the agream ent between the data and M C distrlbu-
tions of other kinem atic variables: Q 2, W #, and x5 ; where the in provem ent
was com parable to that shown in Figure m The Ey ap correction factor
determ ined in this analysis is closer to unity than the value of 093 used in
our previous analyses [15] because of better tuning of the M onte Carlo and
a reprocessing of the data that in proved the reconstruction of high m ulti-
plicity events. Thedi erence in the ““ ( N ) due to the 0:009 uncertainty
on y was computed and assigned as the systam atic error. T his system atic
uncertainty would have to be a factor of 2.5 tim es larger to m ake it one of
the dom inant system atic errors in the analysis. A Ithough the 09% error in
the Ey ap —scale is adequate for the present inclusive ©© ( N ) m easurem ent,
e orts are underway to reduce this error to the 0.5% Jlevel using in proved
m odeling [16]] and analysis for the future -€C di erential cross-section as a
function of E , Xg 4, and yg 4, and the weak m xing angle m easurem ents. Ta—
ble([Z lists the system atic errorson the “© ( N )=E as a flnction of visble

energy.

R adiative corrections [17]thata ectedm easurables,suchaskE , ,andEgap ,
were foded intothe ©© ( N )m easurem ent asa function of E .Thedom inant
radiative e ect, typically less than 1% on =E , occurred when a photon,
radiated by them uon,wasm easured as part of the hadronic system .N o other
e ortwasm ade to correct the £ C cross section to the Bom-level.
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Fig.l.TheDataandM C yg D istrdbutions: T he yp 5 distributions fordata (sym bols)
and M C (histogram ) (a) before and (b) after rescaling Eg ap are shown in the top;
the ratio ofdata to M onte C arlo for the two distrdbbutions are also shown.The lower
plot (c) show s the scaled— 2 D istrbution for yr g asa function of Ey ap scale.

6 Result

A fter the Ey ap scale correction, we present the Ey ;g com parison between
data and M C in Figure[d. Except for the Iowest energy bin, the agream ent



E vis R elative | N om alisation Acceptance | Eyap Scale | QERESD IS
Gev) Flux R egion
25{10 0.026 0.005 0.004 0.008 0.002
10{15 0.018 0.004 0.001 0.004 0.001
15{30 0.016 0.005 0.001 0.006 0.000
30{50 0.022 0.005 0.000 0.003 0.000
50{100 0.040 0.004 0.000 0.005 0.000
100{300 0.051 0.004 0.002 0.010 0.000
Table 2

System atic Uncertaintieson =E in E -bins.

is better than 2% in the energy range shown. W e point out that the <£C
cross—section wasnotm odi ed in theM onte Carlo.The inclusive -£C cross-
sections were derived from this distrlbbution. The nalresult of the m easure—
m ent of the Inclusive charged current (CC ) cross section is summ arized in
Tablk[d.TheE Jin,theaverageE ,number ofobserved data and background
(mainly from NC ) events passing the selection criteria are listed respectively
In the rstfour colum ns. The ocbserved data are corrected by subtracting the
background, and then dividing by thee ciency (5-colum n). T he cross section,
after correcting for non-isoscalarity, was calculated by dividing the corrected
data (6-colum n) by the ux after absolute nom alisation (7-colum n) and the
averageE .The ©©( N )=E with the statistical, system atic, and total er—
rors are shown in the Jast four colum ns of Table[3.

The inclusive  CC cross section divided by E  is plotted as a function of E
in Figure[d together w ith existing m easuram ents. From this plot, agrean ent
with the existing data above E 30 GeV is seen: “C( N)=E is at
above 30 G €V ; it rises at lower energies due to the increasing presence of the
non-scaling processes. In the sub 30 G €V region, the NOM AD m easuram ents
in prove the precision.W enote that in earlierpublicationson € ( N ),in the
2 E 30 G &V region, such as by Baker et al: [18]and Anikeev et al: [20],
the - ux was constrained using Q E events by selecting low Fy ap events.
T he proponents then used the Q E cross—section to deduce the ux, assum ing
that the QE cross-section wasknown toa 5% precision.T his, In ouropinion,
was an optin istic precision.A com pilation of all the Q E-m easurem ents show s
that the error on the QE crosssection, In the 2 E 30 G&V range, is
close to 15% as currently used by NOM AD in this paper and M INO S [21/]
collaborations.
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Fig.3.Inclusive N Charge Current Cross Section vs—E :The CC( N)E is
plotted as a function of E , where N represents an iso-scalar nuckon within the
the NOM AD target. T he outer (inner) error bars show the total (statistical) error.
O ther m easuram ents in this plot are by D B M acFarhne et al:1], JP. Berge et
al:2], N JBaker et al:[18], A S.Vovenko et al:[19], and V Anikeev et al:20]. The
region E 40 GeV was used to nom alize the “©( N )/E to the asym ptotic
world average [3], shown as the dashed line, derived from high energy data.
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E Bin | AvgE Data Bkgd | E . |CorData | Flux =E Stat | Syst | Total

Gev) Gev) (10°) Err. Err. Err.
25-60 460 54290 | 512 | 0409 | 132969 407 | 0.786 | 0.011 | 0.035 | 0.037
6.0-7.0 6.50 4917.0 | 450 | 0452 | 107785 240 | 0.763 | 0.011 | 0.036 | 0.038
70-80 7.50 70110 | 532 | 0445 | 156252 320 | 0.722 | 0.009 | 0.035 | 0.036
8.0-9.0 8.50 91190 | 460 | 0445 | 20369.0 3.79 | 0.701 | 0.007 | 0.033 | 0.034
9.0-10.0 9.50 111920 | 505 | 0443 | 251719 410 | 0.716 | 0.007 | 0.033 | 0.034

100-110 | 1050 | 202440 | 879 | 0.704 | 286293 | 429 | 0.706 | 0.005 | 0.026 | 0.026
11.0-120 | 1150 | 220510 | 912 | 0698 | 314718 | 431 | 0705 | 0.005 | 0.024 | 0.025
12.0-130 | 1250 | 233490 | 100.7 | 0685 | 339368 | 433 | 0697 | 0.005 | 0.024 | 0.025
13.0-140 | 1350 | 244330 | 943 | 0686 | 354621 | 417 | 0700 | 0.005 | 0.024 | 0.025
140-150 | 1450 | 248020 | 911 | 0682 | 362493 | 398 | 0698 | 0.004 | 0025 | 0.025
150-175 | 1620 | 62447.0 | 2497 | 0678 | 917509 | 9.00 | 0698 | 0.003 | 0.025 | 0.025
175-200 | 1870 | 60825.0 | 2465 | 0.686 | 883155 | 7.48 | 0.700 | 0.003 | 0.025 | 0.025
200-225 | 2120 | 572490 | 2402 | 0690 | 825900 | 6.8 | 0699 | 0.003 | 0.024 | 0.024
225-250 | 23.70 | 519190 | 2266 | 0691 | 747726 | 5.04 | 0694 | 0.003 | 0.024 | 0.024
250-275 | 2620 | 46696.0 | 2334 | 0693 | 670543 | 4.09 | 0694 | 0.003 | 0.025 | 0.025
275-300 | 2870 | 414620 | 2393 | 0696 | 592353 | 330 | 0694 | 0.003 | 0.025 | 0.025
300-350 | 3230 | 68858.0 | 4314 | 0.708 | 947308 | 4.91 | 0677 | 0.003 | 0.026 | 0.026
350-400 | 3730 | 540590 | 4205 | 0.704 | 752911 | 333 | 0681 | 0.003 | 0.026 | 0.026
400-450 | 4240 | 436500 | 3799 | 0.715 | 612125 | 235 | 0675 | 0.003 | 0.028 | 0.028
450-500 | 4740 | 361350 | 3263 | 0.718 | 490849 | 1.71 | 0682 | 0.004 | 0.027 | 0.027
500-600 | 5460 |57357.0 | 6182 | 0.733 | 776538 | 235 | 0670 | 0.003 | 0.028 | 0.028
60.0-700 | 6470 | 45880.0 | 5098 | 0.733 | 617531 | 1.57 | 0675 | 0.003 | 0.031 | 0.031
700-800 | 7480 | 38523.0 | 4096 | 0.700 | 542265 | 1.8 | 0684 | 0.003 | 0.037 | 0.037
80.0-900 | 84.80 | 32054.0 | 3091 | 0.666 | 470436 | 092 | 0678 | 0.004 | 0.041 | 0.041
90.0-1000 | 9480 | 258840 | 2318 | 0636 | 395175 | 070 | 0677 | 0.004 | 0.043 | 0.043
10001150 | 107.00 | 29673.0 | 258.4 | 0628 | 468215 | 0.72 | 0674 | 0.004 | 0.048 | 0.048
115.0-1300 | 12200 | 203270 | 176.7 | 0608 | 329234 | 046 | 0661 | 0.005 | 0.048 | 0.048
130.0-1450 | 13690 | 142040 | 117.7 | 0583 | 243372 | 029 | 0671 | 0.006 | 0.054 | 0.054
14502000 | 16590 | 240070 | 1709 | 0.545 | 438058 | 044 | 0667 | 0.004 | 0.054 | 0.054
200.0-300.0 | 22830 | 85890 | 56.0 | 0496 | 171835 | 012 | 0.721 | 0.008 | 0.060 | 0.061
Table 3

Summ ary of the £C Cross Section, (10 Ban 2)=E (GeVv )y Analysis: The fth—
colum n represents the e ciency folded w ith the acceptance, see Section [3.The =E
is presented for an iso-scalar nucleon w ithin the NOM AD target.
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